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2t~dies in African Linguistics 
VclJ.r.".e 9. iIumber 2. c'u1y 197c 

P0SS:SSIV1 PRON01U:iALIZATION AN!) ~HE SO-CALLlL 
PICTUPE I1C1U:IS III EFIK 

OkGn E. Essien 
Uni versi ty of Calabar. Calaba~, r:igeri'i 

~r.is faI,E-r at.ter.1r)ts to a.nalyse J..Iossf:::ssi ve IJ:-' s .,-:1 t:d n the 
general franework of I--'ronominalizativrl (fro!!'! ~ Lf:1.r.; ir.:ally 
CholYlskiar, vi-::wpoint). 70 deC! ide how best tc r::':n'=l'"'it-:: 
such :lP' s in the grarnm'l.r of' the Ei'ik lang;.;alC-::, t'1F:: 
analys is which derives such UP's frOIL an. E:Ir!tE:dtJE;'.l f r~&:/~' 

sentential source in a com~lex sentence is critic'illy 
examined and on both selYlantic &.nrl syntactic ercurlrls, 
this kind of analysis is rejected. It is th-::!J S.li"7-::st.-::1 

that fossessive NI" s be directl:r generated ir. th-:: '('a::;":. 
Fir,'l.lly. the paper relates the so-calle']. f-icture flU..l',S 

to possessive pronominalization by addudng s:rrltactie, 
serr!antic and t'Jnal arguments to show that suen r,o::lir,als 
are in fact possessive rather than reflexive in nature, 

1. Introduction 

This paper i attempts to analyse possessive liP's within tt-:: general 

frar;ework of Pronominalization and to relate the so-called I,ictu.re nouns 

to such NP' s. Our approach to Pronominalization is basically Chomskian. 

Within this theoreti cal framework, Pronominalization car. rO'ugr,ly be defined 

as the process whereby an NP in a phrase r.-.arker is rej:laced by some 1'ro­

no~inal form, provided: 

(i) such an IlP bears a coreferential rela-cior, with some other liP in the 

phrase ~arker; 

lThis paper is taken from Essien [1974aj. ,"ones are ~n-iicated as i'ollows: 

High Tone 
Downstepped :one 
Low 70ne 
Rising Tone 
Falling 70ne 
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(ii) the NP does not violate those known constraints, e.g. Langacker's 

backward condition, with respect to the application of T in the 

phrase marker, where T stands for the necessary transformational 

rule; 

(iii) the phrase marker itself is of a certain configuration, e.g. re-

flexivization applies in a simplex. 

2. Possessive Pronominalization 

By Possessive Pronominalization, we mean the pronominalization process 

by which the pronominal forms 
, , 
mml 'my', fo 'your', es 1 e 'his/her/ its' , 

nnYln 'our'. mbufo 'your (pI)'. mm~ 'their' are derived in cases where they 

have coreferent interpretations, as in (1): 

(1) a. ami nyom udeme mml 
1 2 

b. afo oYOm udeme fo 
c. enye oyom udeme es1e 
d. nnyln IYOm udeme nnYln 
e. mbufo eyom udeme mbufo 
f. mm;;, eyan udeme m;;, 

'I want my share' 
1 2 

'you want your share' 

'he/she/it wants his/her/its share' 

'we want our share(s)' 

'you (pI) want your share(s)' 

'they want their share(s)' 

It should be noted that except in the singular, where there are minor 

differences in form, the personal and the possessive pronouns are the s.arne 

in form. 

Strictly speaking, it is only the third person possessive pronouns 

(es1e and mm;;,) which may be transformationally derived in the manner 

described in Section 5. The first and second person possessive pronouns, 

mml , fl ,nnYln and mbufo , characteristically occur in the base, or 

are derived by the Pronoun Conjunction Rule, as we shall see in Section 5. 

3. Analysis of Possessive NP's 

Within the standard transformational-generative theory, an English sen­

tence such as (2a) is derived from a structure underlying (2b), which con­

tains an embedded relative S: 

(2) a. This is my book. 

b. This is the book which I have. 

We refer to this analysis as the "complex sentence" analysis. In Efik, 
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however, there are strong reasons against the "complex sentence" analysis 

of possessive NP's such as udeme eSle , udeme mm:" etc. 2.S we shall see 

presently. Since the grammatical function of possessive pronouns such as 

as Ie, mm) , etc. is similar to that of the determiner, our deri vation of 

possessive NP's will have to take this into account. For our purposes, 

we will call NP's such as udema aSle , uwem .h.ta 'Ata's life' "possessive 

NP's". In Efik, the possessor, for example, eSIe or Ata , follows the 

thing possessed, such as udeme or uwem in the phrases udeme esie and 

uwem Ata , respectively. 

We present facts and arguments against the "complex sentence" analysis 

of possessive NP's. Consider the following examples: 

(3) a. ano eyap mmoto .h.ta 
1 2 3 

'a thief has stolen Ata's car' 
1 __ 2_ _ 3 

'a thief has stolen the car which 
Ata has' 

1 

(4) a. Bassey tmaha ndH?:> aSle 'Bassey doesn't like his children' 
1 2 ___ 1__ 2 

b. Bassey fmaha nd)t?:> em) enye enyenede 'Bassey doesn't like the children 
which he has' 

(5) a. ekpat nny)n oro edt am) 'that bag of ours is this' 
1 234 21 34 

b. *ekpat oro am) nny)n )nyanade edt em) 'the bag which we have is this' 

First, there is the problem of the grammatical status of (3b) and (5b), 

which are questionable and ungrammatical respectively. The fact that the 

complex sentence paraphrases of the possessive sentences of (3a)-(5a) 

kind vary in grammaticality is a strong.case against deriving such possessive 

sentences from such complex sentences. Second, even in cases where the 

complex sentences are grammatical, there is a semantic problem, for (4a) and 

(4b), for example, are not paraphrases as such, as those who favor this kind 

of analysis would wish. For while (4a) merely states the fact that Bassey 

does not love or like his children, (4b) carries the implication that he does 

love other children. Similarly, even if (3b) were grammatical, I am not at 

all sure whether it is semantically equivalent to (3a). 

Next, consider the following examples, which pose semantic problems of 

different sorts: 
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NP's". In Efik, the possessor, for example, eSIe or Ata , follows the 

thing possessed, such as udeme or uwem in the phrases udeme esle and 

uwem Ata , respectively. 

We present facts and arguments against the "complex sentence" analysis 

of possessive NP's. Consider the following examples: 

(3) a. 1no ey1p mmoto .h.ta 
1 2 3 

b. ?1no ey)p mmoto em) Ata enyenede 
1 

'a thief has stolen Ata's car' 
1 __ 2_ _ 3 

'a thief has stolen the car which 
Ata has' 

1 

(4) a. Bassey fmaha hdlt~ esle 'Bassey ~oesn't like his children' 
1 2 ___ 1__ 2 

b. Bassey fmaha hdlt~ em) enye enyenede 'Bassey doesn't like the children 
which he has' 

(5) a. ekpat hny)n oro ed! em) 'that bag of ours is this' 
1 23" 2 1 3" 

b. *ekpat oro eml hnyln )nyenede edf em) 'the bag which we have is this' 

First, there is the problem of the grammatical status of (3b) and (5b), 

which are questionable and ungrammatical respectively. The fact that the 

complex sentence paraphrases of the possessive sentences of (3a)-(5a) 

kind vary in grammaticality is a strong.case against deriving such possessive 

sentences from such complex sentences. Second, even in cases where the 

complex sentences are grammatical, there is a semantic problem, for (4a) and 

(4b), for example, are not paraphrases as such, as those who favor this kind 

of analysis would wish. For while (4a) merely states the fact that Bassey 

does not love or like his children, (4b) carries the implication that he does 

love other children. Similarly, even if (3b) were grammatical, I am not at 

all sure whether it is semantically equivalent to (3a). 

Next, consider the following examples, which pose semantic problems of 

different sorts: 



(6) a. ke mb6p ufok mml 
_~___ 2 

'I am building my house' 
__ 1 __ ._ _ 2 

b. ke mbop ufok eml nnyenede 'I am building a house which I have' 

(7) a. Ata oyom ndfdep ffimoto esle 'Ata wants to buy his car' 
1 2 _-.2......._ 

b. Ata oyom ndfdep mmoto emi enye enyenede 'Ata wants to buy the car 
which he has' 

(8) a. mmo fkwe ub6k utom mmo 
1 __ 2 __ 

'they haven't found their occupations' 
1_ _ _ 2 

'they haven't found the occu­
pations which they have' 

Although (6b), (7b) and (8b) are syntactically well-formed, they are seman­

tically anomalous, for ufok 'house', ffimoto and ub6k utom 'occupations' 

are "owned" though they do not in fact exist. (8b) is particularly problem­

atic because of the apparent contradiction there--they have not yet found 

the occupations and yet they "have" them. However, these are problems for 

those who favor the complex sentence derivation of possessive NP's. 

Syntactically, there are also convincing reasons against the complex 

sentence analysis. Consider personal names, for example, as in (9): 

(9) a. Arlt 'ny~ng 

b. 'me Akpan 

which in fact mean the following respectively: Inyang's Arit and Akpan's Ime. 

Support for this claim comes from such questions and answers as those in (10). 

(10) a. ufan anle? 'whose friend?' Ans. lny~ng 

b. even anle? 'whose child?' Ans. Akpan 

'Inyang's' 

'Akpan's' 

Note that personal names are similarly patterned, as the examples in (11) 

indicate. 

(11) a. Arlt ~nle? 'whose Arit?' 

b. Ime ~nle? 'whose Ime?' 

Ans. ) ny~ng 

Ans. Akpan 

'Inyang's' 

'Akpan's' 

Observe that the order of these personal names is the same as for the ordin­

ary possessive NP's: the possessor follows the possessed. If personal 

names of the kind in (9) could be regarded as possessive NP's of some sort, 

it would be simply ludicrous to derive them from such strings as (12): 

(12) a. *Arlt eml lnyang enyenede 

b. *I01e emi Akp&ln enyenede 

'Arit which Inyang has' 

'Ime which Akpan has' 

(6) a. ke mb6p ufok ffim) 'I am building my house' 
_~___ 2 __ 1 __ ._ _ 2 

b. ke mbop ufok eml nnyenede 'I am building a house which I have' 

(7) a. Ata oyom ndidep mmoto esle 'Ata wants to buy his car' 
1 2 _-.2......._ 
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(8) a. mmo ikwe ub6k utom mmo 
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Perhaps the strongest case against the derivation of possessive NP's 

from complex sentences with an embedded relative S with nyene 'have' can 

be seen from the following examples. First consider (13): 

(13) a. Ettiong enyene ffim6te 

b. tttiong enyene ffimoto esle 

'Effiong has a car' 

'Effiong has his own car' 

where both nyene, which, ac~ording to the complex sentence analysis, is 

supposed to be the source of possession, and a possessive pronoun (esie) 

occur together. If nyene is the source of possession, then (13b) should 

be paraphrasable as (14). 

(14) *Effiong enyene ffim6to eml snye enyendede 
'Effiong has a car which he (Effiong) has' 

The above example, (14), shows that although nyene may be a source of 

possession, it is certainly not the case that all possessive cases are de­

rived from the nyene source. 

Second, consider the following: 

'Bassey has seen your son's wife' 
__ 1_ _ If 3 2 

If the complex sentence analysis is correct, then (15a) should be para­

phrased as (15b) and derived from the structure underlying this example: 

(15) b. *B6ssey 6kut ~wan emi eVen enyenede emi afe enyenede 
'Bassey has seen the wife which the son has which you have' 

Not only is (15b) ungrammatical but it is also semantically anomalous, 

since it means both the son and father have the same wife. 

Third, the ungrammaticality of (16a) is significant: 

'Ime's mother wants him' 

where enye refers to )me. The ungrammaticality 2 of the above sentence 

is easily accounted for by the fact that as a simplex the structure under­

lying it does not qualify as a proper analysis for simple pronominalization, 

2In some dialects (16a) seems to be grammatical. In such dialects, then, 
simple pronominalization is not limited to the complex. Even so, (16b) is 
clearly preferable to (16a) is such dialects. 
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which in Efik occurs only in complex and conjoined structures. If the 

structure underlying (16a) is a simple structure, then it cannot also be 

a complex structure at the same time. In other words, eka 1me 'Ime's 

mother' is not in fact derived frum a sentential source. Incidentally, 

the way to save (16a) is not to pronominalize the object of the sentence, 

which is lme , in the deep structure, as the grammaticality of (16b) shows. 

'Ime's mother wants Ime' 

Finally, from a general linguistic point of view, Lyons [1968:391-95J 

has argued that an analysis which derives possessive phrases such as 

'John's book' from an underlying source in which the possessor noun like 

'John's' is the deep subject and the verb 'have' is a deep structure verb 

is incorrect: 

"In most of the transformational accounts of English syntax so 
far published, it has been assumed that phrases like John's 
book are to be derived from an underlying structure in which the 
'possessive' noun is the subject of the verb 'have': in other 
words, it is assumed that have is a deep structure verb (like 
read, etc.), which differs, however, from the majority of transi­
tive verbs in that (in possessive sentences) it cannot undergq 
the passive transformation (*A book is had by John). There are 
many reasons for believing that this account of the relationship 
between 'have' sentences and possessive phrases is incorrect" 
(p. 391). 

In our analysis 'have',or nyene in Efik, is in fact not a deep structure 

verb but is transformationally introduced. 

Interestingly, Lyons has shown, in support of his position, that ex­

pressions such as 'John's' above is a kind of adjective. But an adjective 

is a noun modifier. Although in Efik expressions such as lme in the 

phrase eka 1me 'Ime's mother' are not adjectival in function and syntax, 

they certainly act like a noun modifier, as we will show presently. 

Enough has been given to show that there are very grave problems if 

one wishes to derive possessive sentences from complex sentences containing 

embedded relative clauses with nyene. The question then is, how best 

can they be derived? We think that possessive NF's should be derived in 

the base with the possessor NP as a constituent of the determiner system 

by the following expansion rules of the base: 
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a complex structure at the same time. In other words, eka 1me 'Ime's 

mother' is not in fact derived frum a sentential source. Incidentally, 

the way to save (16a) is not to pronominalize the object of the sentence, 

which is I me , in the deep structure, as the gramrnaticali ty of (16b) shows. 

'Ime's mother wants Ime' 

Finally, from a general linguistic point of view, Lyons [1968:391-95J 

has argued that an analysis which derives possessive phrases such as 

'John's book' from an underlying source in which the possessor noun like 

'John's' is the deep subject and the verb 'have' is a deep structure verb 

is incorrect: 

"In most of the transformational accounts of English syntax so 
far published, it has been assumed that phrases like JohIl's 
book are to be derived from an underlying structure in which the 
'possessive' noun is the subject of the verb 'have ' : in other 
words, it is assumed that have is a deep structure verb (like 
read, etc.), which differs, however, from the majority of transi­
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(i) NF -0 

(ii) DE'l' -. 

( ii i ) NO~l -. 

N DET 

NO~I ART 

NF 

The possessor NF will be dominated by the NOM of the DET. Given a 

possessive NF like abe eSle 'her husband', the structure would look 

like the following: 

NP 

~ 
NOM ART 

I 
NP 

-' . enye 

The analysis of possessive NF's as part of the determiner is justified 

on both syntactic and semantic grounds. There are two kinds of noun 

modifiers in Efik, namely pre-nominal modifiers like quantifiers and 

Wh-question morphemes, and post-nominal modifiers like demonstratives, 

the definite article and numerals, which together constitute the de­

terminer system. Observe, for example, that (17a) parallels (17b): 

(17) a. 
eyen 
'child' 

{ ~r~} eml 
oko 

'that/the' 
'this' 
'yonder' 

b. 
eyen 
'child' 

1 ~a;say) eSle 
rlnyi n 

'his/her/its' 
'our' 

It is not only in Efik that possessor NP's behave like nominal modifiers. 

In English, as shown above, Lyons has shown that NP's like 'John's' are 

adjectival in function in such phrases as 'John's book'. On the other 

hand, Postal [1966J has argued that elements such as 'my', 'our', 'him' 

in 'myself', 'ourselves', and 'himself' respectively "are of course articles, 

definite articles, in fact genitive type definite articles". 

Semantically, the possessor NP, like the demonstrative or article, 

appears to definitize the NP in which it occurs. Thus, in (18), for 

example, where only definite NP's occur in the subject position, a 

possessive NP occurs as a subject. 

(18) a. eyen ~k6n esima nditaQ idem etl etl 
1 2 3 4 _ 5_ _ 

'Okon's son likes to be very arrogant' 
1 2 5 _ 3,4 __ 
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(18) b. ~y~n 6rb ~slm~ ~dlt~Q Id~m ~tl ~tl 
I 

'that child likes to be very arrogant' 
1 

c. ~ta esima nditaQ idem etl atl 
'Ata likes to be very arrogant' 

d. *eyen esima nditaQ idem etl ~tl 

'a child likes to be very arrogant' 

4. Compound Nominals 

As we have seen above, a possessive NF is a complex NF, by which I 

mean an NF dominating another NF (or other NF' s). There are some nominals 

which look like possessive NF's and we wish to examine whether they do 

in fact qualify as possessive cases. Consider the following examples: 

(19) a. eta Qwed 'a stick for writing' 
I 2 I 2 

b. bkp6k6r6 udla 'a table for eating' 
I 2 I 2 

c. ufok ibok 'a house for medicine' 
I 2 I 2 

Syntactically, the NF's in (19) look like possessive NF's: there is a 

preceding and a following nominal in each case, just as in the possessive 

case. However, as even the English glosses show, there is no basis for a 

possessive interpretation of these NF's, from a semantic point of view. 

These rlF's characteristically involve instrumentality or purpose: thus 

et6 l)weCi is 'a stick for writing' or 'a stick for the purpose of ':riting'. 

A possessive gloss like 'a book's stick' for et6 Qwed is clearly unaccept­

able. SimilarlY, an instrumental gloss for a possessive ~F like eyen 
Bassey 'Bass2Y'::; child' would -De clearly unacceptable, '~1Ug' 'i child 

useci for Bassey' is clearly not a gloss for eyen Bassey. 
Tilere are algO syntactic differences between the NF's in (19) and 

possessive :;p's. While the NF's in (19) may allow the plural morpheme rnme , 

some possessive NF's do not, as (20) and (21) r~spectively show. 

(20) a. mme et6 0wed 
b. mme okr6k6r6 udla 
c. mme ufok (bok 

'pens' 

'dining tables' 

'hospitals' 
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(21) a. *mme ~wed Okon 
b. mme ekpat even oro 
c. mme bia nnyin 

'OKon's books' 

'the boy's bags' 

'our Y8JllS' 

However, mme ete nd)to oro 'the fathers of those children' and Ame 
abe rb~n oro 'those women's husbands' are grammatical, where both NP's 

are [+HumanJ. It should be noted that in (21), although the possessors 

are human, the things possessed are inanimate. 

Secondly, while a possessive NP like ekpat Bassey em) 'this bag 

belongs to Bassey' or 'the bag belonging to this Bassey' is structurally 

8Jllbiguous, as the phrase markers in (22) show, an NP such as eto Qwed em) 
'this pen' is not. 

(22) a. NP 

N DET 

NO~T 
I 

[+Def] NP 
I +Dem 

N 
I 

ekpat Bassey 

b. NP 

N DET 

----------NO~I ART 

I I 

NP 
[:!:DefJ 

~ 
N DET 

ekpat 
I 
Elassey hDef] +Dem 

(22a) underlies the interpretation 'this bag of Bassey', while (22b) under­

lies 'the/a bag of this Bassey'. 

Therefore, such NP's as eto Qwed , ufok fbok , okpok6r6 udia are not 

not possessive, though they look like such NP's in form. Rather one may 

regard them as such English compounds as 'night show', 'play group', 'baby 

sitter', etc. We suggest therefore that they be analysed as compounds. 
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We shall not attempt the analysis of compounds here. Langacker [1972:77] 

suggests that for such cOMpounds as 'armchair', 'rattlesnake', etc. this 

rule will work: 

"The meaning Nj with N2 can be expressed by a compound of the form 
N2N j • " 

In Efik, however, the meaning Nj for N2 can be expressed by a compound of 

the form N j N2 • For example, Qwed fkw~ 'a book for songs' and 6kp6 
mbre 'a thing for play' . 

Finally, on the differences between possessive NP's and compounds, 

observe that the former are a "conjunc.tion" of NP' s, if I may be permitted 

to use this expression in a rather special sense, whereas the latter are 

a "conjunction" of N's. This follows from our observation that whereas 

NP's like ekpat Bassey eml are structurally ambiguous, NP's like uf~k 

Qwed eml 'this house for books', i.e. 'school' are not. 

5. Formulation of Possessive Pronominalization 

We shall now turn to the central concern of the paper, namely, the 

formulation of Possessive Pronominalization, which we shall sometimes 

refer to as the "possessive rUle". Consider, for example, the simple 

sentence in (23): 

'Ime will sell his car' 

(23) is structured as (24a), omitting the details: 

(24) a. s 

The possessive rule will apply to a configuration like (24a) provided: 

(i) NP j and NP 3 are coreferential; 

(ii) NP 3 is immediately preceded by an N; 
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We shall now turn to the central concern of the paper, namely, the 

formulation of Possessive Pronominalization, which we shall sometimes 

refer to as the "possessive rUle". Consider, for example, the simple 

sentence in (23): 

(23) lme eyenyam mm6to esie 'Ime will sell his car' 

(23) is structured as (24a), omitting the details: 

(24) a. s 

---------VB NP 
I 2 

eyenyam N~ET 

I +11 
mm6to 

The possessive rule will apply to a configuration like (24a) provided: 

(i) NP I and NP 3 are coreferential; 

(ii) NP 3 is immediately preceded by an N; 



(iii) the N that immediately precedes NP 3 must be the head noun of the 

DET that dominates NP 3 • 

Let us suppose for the moment that the above conditions are not only 

necessary but also sufficient for the application of the possessive rule. 

But do these conditions guarantee that in a phrase marker like (24a) 

above, it is possessive pronominalization and not reflexivization that 

applies, since (24a) is after all a simplex? (Reflexivization is limited 

to the simplex in Efik). 

We will answer this question by comparing a proper analysis for re­

flexivization, such as the phrase marker in (24b), with (24a). 

(24) b. 

Reflexivization will apply to (24b) if NP I and NPz , which are subject and 

object respectively in a simplex, are coreferential. Doubtless, (24a) 

and (24b) are similar. But they also differ, in fact in a non-trivial way. 

Observe that in (24b), NFz ' which is identical with NPl , is the object of 

the simplex (being immediately dominated by the VP), whereas in (24a), NP3 , 

which is identical with NFl' is not the object of the simplex as such. It 

is only part of the object NP, NFz (which is immediately dominated by the 

VP). Clearly (24a) is not a proper analysis for reflexiviation and the 

conditions for the application of the possessive rule seem to recognize 

this. So given the phrase marker such as (24a) and the conditions for the 

application of possessive pronominalization as spelled out above, reflexi­

vization on such a phrase marker is ruled out. Observe that the conditions 

for possessive pronominalization make no mention of the simplex condition 

and although coreference is one of the conditions, it is not required that 

this hold between the subject and object in a phrase marker such as (24a). 

However, possessive pronominalization is blocked if the NP for this rule 

is part of the subject, as (25) shows. 

(iii) the N that immediately precedes NP 3 must be the head noun of the 

DET that dominates NP 3 • 

Let us suppose for the moment that the above conditions are not only 

necessary but also sufficient for the application of the possessive rule. 

But do these conditions guarantee that in a phrase marker like (24a) 

above, it is possessive pronominalization and not reflexivization that 

applies, since (24a) is after all a simplex? (Reflexivization is limited 

to the simplex in Efik). 

We will answer this Question by comparing a proper analysis for re­

flexivization, such as the phrase marker in (24b), with (24a). 

(24) b. S 

NP~P 
I V~NP2 

I I 
1 me eyenyam 1 me 

Reflexivization will apply to (24b) if NP I and NP2 , which are subject and 

object respectively in a simplex, are coreferential. Doubtless, (24a) 

and (24b) are similar. But they also differ, in fact in a non-trivial way. 

Observe that in (24b), NF2 , which is identical with NPl , is the object of 

the simplex (being immediately dominated by the VP), whereas in (24a), NP 3 , 

which is identical with NFl' is not the object of the simplex as such. It 

is only part of the object NP, NP2 (which is immediately dominated by the 

VP). Clearly (24a) is not a proper analysis for reflexiviation and the 

conditions for the application of the possessive rule seem to recognize 

this. So given the phrase marker such as (24a) and the conditions for the 

application of possessive pronominalization as spelled out above, reflexi­

vization on such a phrase marker is ruled out. Observe that the conditions 

for possessive pronominalization make no mention of the simplex condition 

and although coreference is one of the conditions, it is not reQuired that 

this hold between the subject and object in a phrase marker such as (24a). 

However, possessive pronominalization is blocked if the NF for this rule 

is part of the subject, as (25) shows. 
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'his money made Bassey arrogant' 
2 c 1 ~ 

b. *eyen esle ama eblne ate oro 
1 20 3 4 5 C 6 

'his son joined the man' 
2 1 _3,4_ 6 5 

Apparently the constraint on backward pronominalization is violated here. 

However, it does seem as if the constraint does not affect (26) below. 

(26) a. 'it is his money that Bassey wasted' 

b. even esle ke ate oro ekeblne c c 'it is his son that the man joined' 

The constraint is not in fact violated since (26a,b) derive from (27a, b): 

'Basseg wasted hi~ money' 

'the man joined his son' 

where the pronoun follows the antecedent, in obedience to the constraint. 

Even if (27) are not exact paraphrases of (26), there is no doubt that they 

are derived from the latter by a transformation that moves the object out of 

its normal position (Efik is a SVO language) to the position normally occu­

pied by the deep subject, for topicalization. 

In Efik it seems, therefore, that the constraint that does not permit 

a pronoun to precede the nominal to which it refers in a simplex is operative 

at the time the possessive rule is ready to apply. There is evidence, too, 

that this is also true of reflexivization, since (28a) is grammatical and 

yet the reflexive pronoun clearly precedes the NP Bassey to which it refers. 

(28) a. idem esle ke Bbssay otuk 'Bassey has cheated himself' 

As in (26), the reflexive pronoun idem es 1 e must have been moved to the 

front from its object position (at which time it obeyed the constraint), 

by the topicalization transformation, as it seems clear from (28b), from 

which (28a) is derived. 

(28) b. Bassey otuk idem eSle 'Bassey has cheated himself' 

If the constraint on examples such as (26), where the following NP in 

each case is [-Pro], is operative at the time the possessive pronominali-

zation is ready to apply, it is not operative at all if the following NP is 

itself a pronoun as (29) are perfectly grammatical. 

132 

'his money made Bassey arrogant' 
2 c I ~ 

b. *eyen eSle ama eblne ete oro 
I 2 c 3 4 SC 6 

'his son joined the man' 
2 I _3,4_ 6 S 

Apparently the constraint on backward pronominalization is violated here. 

However, it does seem as if the constraint does not affect (26) below. 

(26) a. 'it is his money that Bassey wasted' 

b. even eSle ke ete 6ro ekebine 
c c 

'it is his son that the man joined' 

The constraint is not in fact violated since (26a,b) derive from (27a, b): 

'Basseg wasted hi~ money' 

b. ete oro ekeblne even eSle 
c c 

'the man joined his son' 

where the pronoun follows the antecedent, in obedience to the constraint. 

Even if (27) are not exact paraphrases of (26), there is no doubt that they 

are derived from the latter by a transformation that moves the object out of 

its normal position (Efik is a SVO language) to the position normally occu­

pied by the deep subject, for topicalization. 

In Efik it seems, therefore, that the constraint that does not permit 

a pronoun to precede the nominal to which it refers in a simplex is operative 

at the time the possessive rule is ready to apply. There is evidence, too, 

that this is also true of reflexivization, since (28a) is grammatical and 

yet the reflexive pronoun clearly precedes the NP Bassey to which it refers. 

(28) a. idem eSle ke B8ssey 6tuk 'Bassey has cheated himself' 

As in (26), the reflexive pronoun idem es I e must have been moved to the 

front from its object position (at which time it obeyed the constraint), 

by the topicalization transformation, as it seems clear from (28b), from 

which (28a) is derived. 

(28) b. B8ssey 6tuk idem eSle 'Bassey has cheated himself' 

If the constraint on examples such as (26), where the following NP in 

each case is [-Pro], is operative at the time the possessive pronominali-

zation is ready to apply, it is not operative at all if the following NP is 

itself a pronoun as (29) are perfectly grammatical. 



(29) a. ete mi oyom mi 'my father wants me' 

b. eba to ama f I 'your husband loves you' 

c. even eSle ok6t enye 'his son has called him' 
c c 

Let us return to the application of the possessive transformation, 

having seen the sort of configuration on which it operates and the con­

ditions on which it operates. Given the phrase marker (24a) and the 

fulfillment of the conditions for possessive pronominalization, the rule 

will apply marking the feature [+ProJ and [+PosJ (Possessive) on the NP 

which is dominated by DET. If this NP is already [+ProJ, the rule will 

simply mark [+PosJ. In the case of (24a), the NP will later be realized 

as esle. In this way, (23) will be generated. 

Next, let us take an example which involves both possessive pronom­

inalization and reflexivization. Let us consider (30). 

(30) At€! ekpep idem es Ie i)weo ye okuk es Ie 
'Ata has put himself through school with his money' 

Underlying (30) is (3la). 

ekpep Ata 

COMP-PHRASE (COMPLEMENT PHRASE) 

CO~NP4 
I ~ 

Prep N DET 
I 

NOM 
I 

NPsc 

ye okuk A~a 
(3la) is a proper analysis for both reflexivization and possessive pro­

nominalization. The question is, which of these two rules precedes the 

other? We suggest the rules be applied cyclically and that possessive 

pronominalization precede reflexivization, since the latter will not have 

to look back to embedded sentences in a complex structure. The applica­

tion of possessive pronominalization generates (3lb). 

(31) b. Ata ekpep Ata i)wed ye okuk eSle 
'Ata has put Ata through school with his money' 
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which is dominated by DET. If this NP is already [+ProJ, the rule will 

simply mark [+PosJ. In the case of (24a), the NP will later be realized 

as esle. In this way, (23) will be generated. 
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ekpep Ata 

COMP-PHRASE (COMPLEMENT PHRASE) 

CO~NP4 
I ~ 
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NOM 
I 

NPSc 
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(31a) is a proper analysis for both reflexivization and possessive pro­

nominalization. The question is, which of these two rules precedes the 

other? We suggest the rules be applied cyclically and that possessive 

pronominalization precede reflexivization, since the latter will not have 

to look back to embedded sentences in a complex structure. The applica­

tion of possessive pronominalization generates (3lb). 

(31) b. Ata ekpep )l.ta ~wad ya okuk esle 
'Ata has put Ata through school with his money' 
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When reflexivization applies, (30) is generated. 

So far we have been looking at possessive pronominaliz.ation in a 

simplex. Now, consider (32), which is a complex. 

AriT oyom nny'ln 'lkpemeeyen esie 
J 2 3 q 5 

'Arit wants us to mind her baby' 
J 2 3 5 q 

Underlying (32) is (33), omitting details: 

(33) fulfills all the conditions for the application of the possess-

ive rule: 

(i) there are two coreferent NP's (NP l and NPq ); 

(ii) one of the coreferent NP's, NPq , is immediately preceded by an N 

and dominated by a DET; 

(iii) the N that immediately precedes NPq is a left sister of the DET 

that dominates the same NP. 

(33), therefore, is a proper analysis for possessive pronominalization and 

when the rule applies, (32) is generated. So possessive pronominalization 

applies in both simplexes and complexes, provided, of course, the necessary 

conditions are met. 

Backward possessive pronominalization is not permissible even in en­

vironments where backward simple pronominalization is allowed. Thus (34) 

is ungrammatical. 

(34) *edfe1ke eyen esiq edfde, nyeslan BC3ssey iifhissdmcomes, I will tell Bassey' 
2 3 4 5 1 3 2 q __ 5 __ 

In fact, it seems to be the case that backward possessive pronominalization 
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is not allowed whether in a simplex or complex. Recall th'it even in (26), 

at the time the ru1e applied, it applied in a forward diru.,tion. It 

was a later rule, Topicalization, whicb moved the ob,jec'ts, of which the 

possessive pronouns happen to have been a part, forward. It.is only in 

(29c), where the following coreferent NP is itself a pronolJrJ, that j)()­

sessive pronominalization is apparently seen t.o have t.aken l'laep in a 

back.lard direction. 

In Section 2, we said that the first and second person possessive 

pronouns mmi/rwyin 'my/our' and fo!mbufo 'your/your (pI)' charactf~r­

istically occur in the base, or are derived by the Pronoun Conjunction 

Rule. Examples such as (35) are straightforward cases: the possessiv'O 

pronouns occur in the base as ami 'I' and ato 'you', as the underly­

ing structures in (36) show. 

(35) a. Bassey oyom eVen mmi 
1 2 3 

'Bassey wants my child' 
I 3 2 

(36) a. 

b. 

'he has written your name' 
1 ___ 2 __ 4 3 

~ 
NP VP 

\ -----~~ ! VB NP 

I -----------. , N DET 

I N;OM 
NP 

'" ,I, Bassey oyom eyen ami 

S 

---------------. NP VP 

----------VB NP 

-------------

tnye 9wet 

N DET 

enyir) 

I 
NOM 
I 

NP 
,I , 
afo 
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The surface forms 
, , 
mml (sometimes ml , especially in fast speech) and 

fo are derived by a morphophonemic rule. Observe that the morphophonemic 

rule is not necessary in the case of the plural possessives. 'l'hus obio 

nnYln 'our country', obio mbufo 'your country', and oblo mmo 'their 

country' are derived from (37a), (37b), and (37c) respectively. 

(37) a. NP b. NP c. NP 

~ ~ 
N DET N Dr ---------N DET 

I 
NOM 
I 

NOM 

I 
I 

NOM 

I 
NP NP NP 

, . ,I , 
oblo nnyln obio inbuto oblO 

,I , 
mm::> 

So the rule is required required to apply only in the case of [+SingJ 

pronouns in such structures as (36) and (37). 

In the following examples, however, it seems that nnyin and mbufo 

are derived by the Pronoun Conjunction Rule: 

(38) a. ami ye Arit iyom unen nnyin 'Arit and I want our right(s)' 
123456 321465 

b. afo ye Arit eyom unen mbufo 'you and Arit want your right(s)' 

The Pronoun Conjunction Rule derives, among other things 

Thus 

(39 ) 

(a) The First Person Plural from a conjunction of the First Person 

(singular and plural) with either of the other persons or in 

fact both of these persons at the same time; 

(b) The Second Person Plural from a conjunction of the Se"ond 

Person (singular or plural) with the Third Person. 

we have the following: 

a. aml/nnYln ye afo/mbufo nnYI n 
'I/we and you/you (pI) , 'we' 

b. ami/nnyin ye Arlt nnyin 
'I/we and Arit' 'we' 

c. ami/nnyin ye enye/mm~ nnyi n 
'I/we and he/she/it/they' 'we' 

d. ami/nnyin ye afo/mbufo ye enye/Arlt/mm~ nnYln 
'l/we and you/you (pI) and he/Arit/they' 'we' 

e. afo/mb~fo ye enye/Arh/mm?:> mbufo 
'you/you (pI) and he/Arit/they' 'you (pI)' 
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The details of the Pronoun Conjunction Rule are discussed in Essien 

[1974a:158-60J. The point to note here is that certain conjunctions 

involving pronouns (and other non-pronominal NP's) can be reduced to 

single pronouns. The reduction is optional in some cases and obliga­

tory in others. 

Let us return to the examples in (38) and let us consider (38a) 

in particular. This sentence is derived from (40), omitting details. 

(40) S 

NP P 

~ 
NP VB NP 

---------N DET 
I 

NOM 
I 

NP 

N~NP r I 'I 
ami ya Arlt iyom unen ya Arlt 

The Pronoun Conjunction Rule will apply to (40) obligatorily deriving 

nnYln from ami ya Arlt , which forms part of the object of the S. In 

this way, (38a) is derived. ami ya Arlt as the subject of the sentence 

can be optionally collapsed to derive nnyin ,thus deriving (41): 

(41) nnYln iyom unen nnyin 'we want our right(s)' 

6. Possessive Pronominalization and the So-Called Picture Nouns 

In English, the sentences such as (42) are considered as reflexive 

sentences. 

(42) a. John saw a picture of himself 

b. Mary told a story about herself 

Some attempts have been made to analyse 'himself' and 'herself' in the 

above sentences within the general framework of reflexivization. Thus 

Jackendoff [1968:14f, 1975:135J suggests that the H analysis of Chomsky 

[1970J would offer a solution to the derivation of the reflexives con­

nected with nominals like 'p~cture' and 'story', which have come to be 

known as "picture nouns". 

The details of the Pronoun Conjunction Rule are discussed in Essien 

[1974a:158-60J. The point to note here is that certain conjunctions 
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b. Mary told a story about herself 

Some attempts have been made to analyse 'himself' and 'herself' in the 

above sentences within the general framework of reflexivization. Thus 

Jackendoff [1968:14f, 1975:135J suggests that the H analysis of Chomsky 

[1970J would offer a solution to the derivation of the reflexives con­

nected with nominals like 'p~cture' and 'story', which have come to be 

known as "picture nouns". 
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In Efik, however, we want to say that the forms connected with the 

so-called picture nouns are not in fact reflexive pronouns derived as 

a result of reflexivization but lexical items generated in the base in 

possessive positions. There are a number of reasons for our analysis. 

First, although there are sentences like (43), there are also sentences 

like (44). 

(43) a. am) mmekut ndls~ 
1 2 3 

b. enye eyetll) mbuk 
1 2 3 

Idem mml 
If 5 

idem esie 
If 5 

(44) a. ami mmek~t ~d\s~ Idem to 
1 2 

b. enye eyetll) mbuk idem ml 

'I have seen a picture of myself' 
1 __ 2__ 3 5 If 

'he will tell the story of himself' 
1 __ 2__ 3 5 If 

'I have seen a picture of yourself' 
2 1 

'he will tell the story of myself' 

where id~m to and ami are not coreferential in (44a) and id~m mml 
and enye are not coreferential in (44b). Surely the sentences in (44) 

do not qualify as reflexive sentences in our definition (cf. p.131, Sec­

tion 5) and idem fo and idem mml in these examples cannot therefore be 

regarded as reflexive pronouns. If so, we ought to look at similar forms 

in (43) with suspicion, even though they may happen to be coreferential 

with the subjects of the sentences. For if the forms in (43) were truly 

reflexive pronouns, then (44) ought to be ungrammatical, where these forms 

and the subjects of the sentences are not coreferential. 

Secondly, whereas the formatives mml , esie , etc. can be optionally 

deleted in a reflexive sentence without a change in meaning (cf. Essien 

[1974bJ), as (45) show, the possessive forms in (43) cannot be deleted, 

as the ungrammaticality of (46) show. 

(45) a. enye anam idem esle 'he is harming himself' 
1 2 3 If 1 _ 2 ____ If 3 

b. enye anam idem 'he is harming himself' 

(46) a. *aml mmek~t ndlse ldem 'I have seen a picture of myself' 

b. *enye eyetll) mbuk idem 'he will tell the story of himself' 

Thirdly, on the other hand, the deletion of idem in (45a), for 

example, which is a reflexive sentence results in one interpretation, 

while the deletion of idem in (43) and (44) results in a different 

interpretation of the sentences, as (47), (48) and (49) which correspond 

to (45a), (43) and (44) respectively show. 
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(47) Elnye 1mam eSle 'he is doing his' 

(48) a. ami mmek~t ridise mml 'I have seen my picture' 

b. enye eyetl~ mbuk 6sle 'he will tell his story' 

(49) a. ami mm6k~t ridise to 'I have seen your picture' 

b. enye eyetl~ mbuk ?nm'j 'he will tell my story' 

Notice in particular that the effects of the deletion of idem in 

(43) and (44) are the same. Semantically, (43) and (44) are different 

from (48) and (49), respectively. For example, in (43a), ridise idem 
ffiml means 'a picture of myself' or ('of my person'), whereas ridise mml 
in (48a) means 'the picture that I own' (not necessarily of myself or 

my person). In addition, whereas ndise in (43a) is indefinite, 

ridise in (48a) is definite. Similarly in (44a), ndise idem to is 

interpreted as 'a picture of yourself' (or 'your person'), whereas in 

(49a) ndise to means 'the picture belonging to you' (not necessarily 

of yourself or your person). Again ridise in (44a) is indefinite 

while ridise in (49a) is definite. 

Fourthly, as a lexical item of the nominal class, idem in (43) can 

be preceded or followed by a nominal modifier, like any nominal in the 

language, but idem as part of a reflexive pronoun does not allow any 

modifiers, as (50) and (51), respectively, show. 
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(50) 
, , 

mmek~t ndise ediye idem ffiml 'I have seen a picture of my pretty a. ami 
1 

b. enye eyetl~ mbuk idem es'ie oro 

(51) a. *aml mmeny~~b ediye id~m ffim1 3 

b. *sassey 6wot idem es'ie oro 

1 

self' 1 

'he will tell a story of that self 
of his' 1 

'I have helped my pretty self' 

'Bassey has killed that self of his' 

In addition, the reflexive-like forms in (43) are freely used with 

non-picture nouns, as these examples show. 

(52) a. riyom okuk idem mm I 
1 2 3 " 

'I want my personal money' 
__ 1_ _" 3 2 

3ami mmek~t ediye idem mml ke ukutfso 'I have seen my pretty body in the 
mirror' is grammatical. But here idem means 'body', not 'self'. 

(47) enye anam esl e 'he is doing his' 

(48) a. ami mmek8t ndise rnm'1 'I have seen my picture' 

b. enye eyetlQ mbuk eSJe 'he will tell his story' 

(49) a. ami IDnek~t ndise fo 'I have seen your picture' 

b. enye eyetlQ mbuk fflml 'he will tell my story' 
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(52) b. ~ta idige even idem fo 
'Ata is not your begotten child (i.e. is adopted) , 

c. 8kp5 6ro idige mbubehe idem esle 
j L 3 '+ 5 6 

'that thing is not his personal affair' 
2 1 _3_ 6 5 '+ 

where reflexive interpretations are highly improbable. Clearly Idam 

rflm) , r dam fo and r dam es"1 e in (52) are possessive in form and 

meaning. This interpretation of the reflexive-like forms in (52) is 

clearly applicable to the same forms in (43) and explains the grammati­

cality of (44), where these elements are not coreferential with the 

subjects of the sentences. 

Finally, the tone pattern on r dem indicates that ('dam is in 

fact a possessor nominal, much like 'goat's' in the phrase 
, , 
ISlm 

abet 'a goat's tail' in (53c) below. It should be pointed out that 

in Efik, tones are used not only to distinguish lexical items but also 

to indicate certain syntactic relationships or functions. Now let us 

consider the following examples: 

(53) a. eny~ Q ete 

b. ebeeyen 

c. )s)m ebet 

'a tree's top' 

'a daughter's husband' 

'a goat's tail' 

where the tones on ete, eVen and abet are high-low. "Inherent" 

tones on these lexical items are high-high, as (54) show. 

(54 ) a. et6 'a tree' 

b. even 'a daughter' 

c. ebet 'a goat' 

That is the tones on et6 , even and eb6t are ordinarily high unless 

they are affected by some grammatical process or processes. 

Now consider the tones on idem in (43) (and also (44». They are 

exactly like the tones on etc, even and abot in (53), namely high­

low (unless the high tone is slightly lowered by a preceding downstepped 

high as in (43a». "Inherent" tones on the lexical item idem 'body' or 

'self' are high-high, as these examples show. 
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(55) a. idem mmi is5,)ke 'my body/self is not well (i.e. I'm not well)' 
1 2 3 2 1 __ 3 __ _ 

b. ada oro edehe idem akaha 'that lad is very dirty in the body' 
123,. 521 53 ,. 

Like the "inherent" tones on eto ,eb6t and eyeln , the "inherent" tones 

on idem can be affected by some grammatical processes. Note that the 

tone pattern on fdem in the reflexive sentences such as those in (30) 

and (45) indicates a different grammatical relationship from that indicated 

by the tone pattern on idem as a possessor nominal in (43) and (44). 

The syntactic, semantic and the tonal arguments given above strongly 

support our analysis of the sentences in (43) as possessive rather t,han 

reflexive sentences. The difference between (43) and ordinary possessive 

sentences such as those in (1) in Section 1 is that the possessive sen­

tences in (43) have two possessor NP's namely idem and a personal pro­

noun whereas those in (1) have only one possessor NP, namely the personal 

pronoun. Accordingly, (43) are derived from (56), omitting the details. 

a. S 

~ 
NP1c ~ 

VB NP2 

--------N DET 

I 
NOM 
I 

NP3 --------N Df'l' 

NOM 
I 

~ 
N DET 
I 
ami 
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support our analysis of the sentences in (43) as possessive rather t,han 
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sentences such as those in (1) in Section 1 is that the possessive sen­

tences in (43) have two possessor NP's namely idem and a personal pro­

noun whereas those in (1) have only one possessor NP, namely the personal 

pronoun. Accordingly, (43) are derived from (56), omitting the details. 
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~ 
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I 
NOM 
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NOM 
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~ 
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(56) b. S -------NP1c ~ 

VB NP2 ------N DET 
I 

NOM 
I 

NP 3 

N~ET 
I 

NiM 
NP,+c --------N DET 

I 
idem enye 

As (56a) and (56b) are proper analyses for possessive pronominalization, 

the rule will apply in the two structures deriving (43a) and (43b) respec­

tively. 
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Michigsn ~~atD Uni~er~ity 

This paper addresses the general question of language­
specific meta-rules within the setting of a reconsideration of 
recent proposals by Katamba [1977J concerning the articulatory 
mode of Luganda. In particular, it examines Katamba's claim 
that language-specific considerations can override lmiversal 
marking values in phonology, producing segments which are 
counterpredicted by markedness theory. Developments such as 
the creation of geminate consonants lead Katamba to accept 
Lass' [1972] proposal that the universal basis of markedness 
theory be rejected and replaced by "family universals". This 
paper provides a reanalysis of certain data cited by Katamba 
in support of his analysis and also raises some general 
theoretical questions concerning the notion of phonological 
meta-rule. In Sections 4 and 5, Lass' proposal is examined 
in detail via the example of click sounds in Southern Bantu 
languages. It is demonstrated that, contrary to Lass' 
assertion that clicks are neither marked nor unmarked in 
click languages, the evidence of diachronic and synchronic 
language behavior clearly supports their marked status. 

1. Introduction 

In a recent article appearing in this journal, Katamba [1977] argues 

that the operation of synchronic and diachronic phonological processes 

in certain languages may be governed by meta-rules, i.e. general principles 

which determine the "phonetic mode" of the language. Katamba considers 

in detail some data from Luganda, a Bantu language of Eastern Africa, 

which he claims point to the fact that Luganda phonology is governed 

*Although they have not had access to the present paper, I would like to 
thank Gillian Brown, Wolfgang Dressler, Roger Lass, and Arnold Zwicky 
for stimulating discussions on the na.ture of markedness and language 
universals, which discussions helped to shape the latter sections of 
this paper. Also, I am grateful t,o Martin Mould for critical comments 
and suggestions on the contents of Section 2. Naturally, all con­
ceptual flaws and analytical errors remain my own responsibility. 

Studies in African Linguistics 
Volume 9, Number 2, July 1978 

Al'lOTHER LOOK AT META-RULES Al"1D "FAMILY UNIVERSALS"* 

Robert K. Herbert 
Michigsn ~~atD Uni~er~'ty 

This paper addresses the general question of language­
specific meta-rules within the setting of a reconsideration of 
recent proposals by Katamba [1977J concerning the articulatory 
mode of Luganda. In particular, it examines Katamba's claim 
that language-specific considerations can override tmi versal 
marking values in phonology, producing segments which are 
counterpredicted by markedness theory. Developments such as 
the creation of geminate consonants lead Katamba to accept 
Lass' [1972] proposal that the universal basis of markedness 
theory be rejected and replaced by "family universalS". This 
paper provides a reanalysis of certain data cited by Katamba 
in support of his analysis and also raises some general 
theoretical questions concerning the notion of phonological 
meta-rule. In Sections 4 and 5, Lass' proposal is examined 
in detail via the example of click sounds in Southern Bantu 
languages. It is demonstrated that, contrary to Lass' 
assertion that clicks are neither marked nor unmarked in 
click languages, the evidence of diachronic and synchronic 
language behavior clearly supports their marked status. 

1. Introduction 

In a recent article appearing in this journal, Katamba [1977] argues 

that the operation of synchronic and diachronic phonological processes 

in certain languages may be governed by meta-rules, i.e. general principles 

which determine the "phonetic mode" of the language. Katamba considers 

in detail some data from Luganda, a Bantu language of Eastern Africa, 

which he claims point to the fact that Luganda phonology is governed 

*Although they have not had access to the present paper, I would like to 
thank Gillian Brown. Wolfgang Dressler. Roger Lass. and Arnold Zwicky 
for stimulating discussions on the na.ture of ma.rkedness and language 
universals, which discussions helped to shape the latter sections of 
this paper. Also, I am grateful t,o Martin Mould for critical comments 
and suggestions on the contents of Section 2. Naturally, all con­
ceptual flaws and analytical errors remain my own responsibility. 



144 

by two general tendencies: Vow,'l LnwC'r'ing WId COllsonant t;[.rt'nl,;UWll inl:. 

In certain instances. e. g. the ereat i l)n 0 r r,clIli nat." C'onSOllan Ls Ufl(il~ r' 

certain well-defined conditions, s"gllll"'nt.s which ar" counter-pn'd icLcd by 

markedness theory are cn~ated. Such dL've.loplTIcnts ar<' cited in ~'upporL 

of Lass' [1972J claim that markedness theory as outlined by Chorm;ky alld 

Bulle [1968] is largL'ly devoid of content as a thC'ory of univer:;al 

predictions. In place of universal m'lrk i llt: V'll ues, LaGS urglJ"~; in 

favor of so-called "fa.mily universals", i .co. lanGuagL'- or f'amily-:'pecific 

proposals for ma.r'ked and unmarkeLi v"}u,,s in !)hotJoloa. In thj" papcr, 

Lass' proposal as well as Kat:Jlnba' s mar,' specific analysis oj' LU{caflda 

are considered in detail. It will be argued that Lass' fundamental 

ob,jectiol15 to the theory of universal phonetics are not. w,~ll-1'ounded and 

that the notion of meta-rUle, at least insofar as it effects the 

"phonetic mode" of Luganda, is without content. 

2. Vowel Lowering 

The first of the general principles governing Luganda phonology 

proposed by Katamba is Vowel Lowering. This meta-rule is demonstrated in 

two examples, one synchronic and one diachronic. The synchronic alt.er­

nations involve the vowel of the preprefix of noun class markers. A 

partial list of the noun class prefixes and t.heir respective preprefixes 

follows: 

(1 ) 1. o-rnu 2. a-ba 

3. o-rnu 4. e-rni 

5. e-C 6. a-rna 

7. e-ki 8. e-bi 

9. e-N 10. e-N 

11. o-Iu 

12. a-ka 13. o-tu 

The occurrence of the preprefix in a particular environment is determined 

by the syntax and does not concern the present argument. Historically, 

the preprefix was a copy of the pronoun or demonstrative of the class; 

this pattern still occurs in somE" closely related languages.] Synchronically, 

lFor example. Lumasaaba has the following set of prefixes and preprefixes: 
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however, the form of the initial vowel is most easily described in terms 

of a rule such as: 

(2 ) v V 

[
-high] 
alow 
aback 

/ # 
lalow J 
Laback + + C 

i.e. the initial vowel agrees with the prefix vowel in backness and 

lowness, but it will be [-highJ if the prefix vowel is [+highJ.L The 

important generalization is that only three vowels function as prefix 

vowels, /i u a/. and three vowels are preprefixal vowels, /e 0 a/. 

Thus, all of the five synchronic vowels of Luganda are represented as 

initial or prefixal elements. 

Katamba points out that the neutralization of non-low vowels in 

initial position in favor of /e 0/ is counterpredicted by the principle 

of maximum differentiation. That is, if the five-way opposition 

Ii e u 0 a/ is to be neutralized in favor of a three-member set, we 

expect the maximally distinct /i u ai, which occur in the prefixal set. 

However, since the rule of Vowel Lowering affects only noun class 

preprefixes so that initial and u will always be followed by 

and u respectively, this could be regarded as a dissimilation, for 

example, if a functional explanation is desired. It is important to 

maintain the distinction between state and process in explanation, a 

distinction which is obscured in much of Katamba's analysis. This 

distinction is discussed further in Section 3. 

l. u-mu 2. ~a-~a 
3. gu-mu 4. gi-mi 
5. I i-s i 6. ga-ma 
7. ki-ki 8. ~i-~i 
9. i-N 10. zi-N 

In all classes, except Class 1, the preprefix is identical to the pronoun 
preceding the verb [Brown 1972:l5-16J. Brown notes that this is consistent 
with Sir Harry Johnston's hypothesis that the Bantu prefix was primarily a 
classifier and the preprefix an abbreviated pronoun and demonstrative in 
the proto-language. 

2The generality of such a rule could be used in an abstract analysis to 
argue for a synchronic prefix final /i-/ for Class 5 and 9/10 prefixes. 
Historically, the Class 5 prefix is *Ij- and Class 9/10 *ni-/I i-ni. Cf. 
footnote 9. 
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initial position in favor of /e 0/ is counterpredicted by the principle 

of maximum differentiation. That is, if the five-way opposition 

Ii e u 0 a/ is to be neutralized in favor of a three-member set, we 

expect the maximally distinct /i u ai, which occur in the prefixal set. 

However, since the rule of Vowel Lowering affects only noun class 

preprefixes so that initial and u will always be followed by 

and u respectively, this could be regarded as a dissimilation, for 

example, if a functional explanation is desired. It is important to 

maintain the distinction between state and process in explanation, a 

distinction which is obscured in much of Katamba's analysis. This 

distinction is discussed further in Section 3. 

l. IJ-mu 2. fla-fla 
3. gu-mu 4. gi-mi 
5. I i-s i 6. ga-ma 
7. ki-ki 8. fli-fli 
9. i-N 10. zi-N 
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classifier and the preprefix an abbreviated pronoun and demonstrative in 
the proto-language. 
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argue for a synchronic prefix final /i-/ for Class 5 and 9/10 prefixes. 
Historically, the Class 5 prefix is *Ij- and Class 9/10 *ni-/I i-ni. Cf. 
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Katamba argues that rule (2) above points to the non-high vowel 

articulatory mode of Luganda. This explains why no words in Luganda may 

begin with high vo~els although individual morphemes may, e.g. -iso 

'eye' and -ungu 'vegetable marrow'. The question to be raised at this 

point is not whether the gap of word-initial hi.gh vowels represents a 

valid generalization, but rather what the explanation for that 

generalization may be. It does not seem that the postulation of a 

meta-rule constitutes an explanation in any real sense of the term. 

On the one hand, a meta-rule whose existence is demonstrated by only one 

process in the synchronic grammar of a native speaker is a rather 

suspect candidate for the category of "meta-rule". There is no other 

process involving Vowel LowerinG at work in the synchronic grammar of 

Luganda. 

It is possible, on the other hand, to argue that Initial Vowel 

Lowering is not a synchronic process, especially since there is no 

evidence to suggest that preprefixal [e oJ are underlyingly Ii ul in 

the synchronic grammar. Apart from the nominal forms in which the 

initial consonant of the preprefix has been lost, there are few words 

which begin with vowels in Luganda. The only other examples would be 

second and third person verbal forms, e.g. ogula 'you buy', agula 

'he buys'. Comparative evidence demonstrates that the 0- prefix 

represents a lowering :'rom an original *u-. There are, as was mentioned 

above, a fair number of individual morphemes with initial high vowels, 

but these typically derive from *j and * !.I Many of the morphemes 

with initial mid vowels in Luganda have cognates in other languages 

with high vowels, and the reconstructed forms for these again indicate 

lowerings. Finally, it should be mentioned that final high vowels are 

also rare; tlle only notable exceptions to this generalization are the 

agentive suffix -i and the adjective suffix -u , both of which 

derive from superclose vowels. Thus, there is good evidence to suggest 

that Vowel Lowering can be invoked as a historical forc p in the shaping 

of Modern Luganda. However, the evidence for a synchronic" meta-rule of 

Vowel Lowering is not strong, being confined t,o a single example, which 

can as appropriately be viewed as diachronic. In fact, a consideration 

of "secondary evidence" (cf. Dressler [1977J) 8150 argues against 
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assigning synchronic status to Initial Vowel Lowering. For example, 

Baganda exhibit no tendency to lower initial high vowels in second 

language learning. This kind of transfer would be expected if Vowel 

Lowering were a fact of Luganda phonology. The non-transfer of this 

pattern suggests that the absence of initial high vowels in the Modern 

Luganda lexicon may be viewed from the synchronic perspective as an 

accidental gap.3 

The other example of Vowel Lowering cited by Katamba is a clearly 

historical process, not operative in the synchronic phonology. It 

concerns the merger of the original Bantu seven vowel system into the 

five vowel system of Luganda. Proto-Bantu had the seven vowels 

I lie I,l U 0 a I, which became Luganda / i e U 0 a/ by the following 

mergers: 4 

(3 ) I i 

V 
e 

I 
I,l U 

V 
o 

I 
a 

I 
e U o a 

Thus, the so-called "superclose" vowels merge with the corresponding 

non-superclose vowels. Several points need to be noted here. First, 

merger in favor of any five vowel system other than that represented 

above would be extremely surprising, e.g. II i I,l U ai, Ii e I,l 0 a/. 

Second, while the above reconstruction of seven vowels is solid, it has 

been proposed, at least informally, that this phonemic system may have 

had phonetic correlates such as [i leu U 0 aJ or [i e E U 0 ~ aJ. A 

reduction of the latter system to five surface qualities would involve 

a merger of the non-low vowels and subsequent raising of the low 

vowels [Herbert 1976:115J. If this were the case, then the reduction 

is an instance of Vowel Raising, not Lowering. However, the issue of 

the phonetic values of the Proto-Bantu vowels is far from settled. 

3The operation of word games, another frequently cited type of 
"secondary evidence", provides no information in this case since all 
medial syllables are CV(V) in the surface phonology, e.g. kiji iko is 
syllabified ki.jii.ko. Thus, a reordering of syllables will never pro­
duce initial vowels. Only idential sequences of vowels are permitted. 

4The collapse of seven vowels into five is not confined to Luganda, 
but occurs in nearly all the Interlacustrine languages. 
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By way of summary to the present section, it has been demonstrated 

that the existence of a meta-rule governing the mode of "non-high vowel 

articulation" in Luganda is rather suspect. The only possible synchronic 

example of such a rule is Initial Vowel Lowering of the preprefix, and it 

is far from clear what the content of the term meta-rule might be in 

such a case. The evidence in support of viewing the articulatory mode 

as a diachronic phenomenon is certainly stronger. It needs to be 

remembered, however, that we are dealing in these cases with the 

phonetics of prehistory, and certain of the data cited in support of 

Vowel Lowering allow for alternate interpretation. 

3. Consonant Strengthening 

The second general principle which is said to govern the phonology 

of Luganda is Consonant Strengthening., There are three general processes, 

all active in the synchronic phonology, which are cited in support of 

such a meta-rule. These include: (1) the post-nasal hardening of 

/~ I y/, (2) the output of Meinhof's Rule as a long nasal, and (3) the 

creation of geminate consonants in certain contexts. Each of these 

processes will be considered independently in the following sections. 

3.1. Post-Nasal Hardening. Like all Bantu languages the nasal noun 

class prefix /N-/ of Class 9-10 assimilates in position to the followi~g 

oral consonant,5 e.g. 

(4 ) Singular ( Cl. n) Plural (Cl. 10) 

a. luku I)ku ,( piece uf) firewood' 

lugalo I)galo 'finger( s ) , 

lusozi nsozi 'hin( s)' 

lutindo ntindo 'stair( s)' 

I uvi i ri '!)V i i ri '(a) hair' 

lufumo f!jfumo 'legend( s) , 

5This statement is not quite accurate since some languages no longer 
have a nasal in the Class 9/10 prefix. However, all languages with a 
nasal prefix exhibit assimilation of the nasal to the following consonant. 
The loss of ' the prefix-final /i-/ is very old, going back to Proto-Bantu. 
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(4) cont. 

b.luyola 

lulagala 

I u~ iii 

njola 

ndagala 

mbi Ii 

'groove(s) in carving' 

'plantain leaf/leaves' 

'palace(s)' 

In addition to position assimilation of the nasal prefix, the forms in 

(4b) also exhibit post-nasal hardening of the oral consonant. This 

hardening, Katamba claims, is part of the larger phenomenon of 

Consonant Strengthening. The same process occurs after the first per­

son singular subject marker /N-/, e.g. /N+labal ndaba 'I see', 

IN+yitabal njitaba 'I respond'. This process is well_established, and 

for II yl, it is not possible to argue that [I yJ are simply the products 

of weakening since [d jJ also occur in this position: ludikya 'child's 

word game', lujegere 'chain', ndal iza 'I embroider' (cf. kudal iza 'to 

embroider'). However, whether the process also produces [bJ of [mbJ 

is open to question since the traditional analysis of the consonant 

system posits Ib/. In fact, [bJ and [~J are in free variation everywhere 

except postnasally where only the former may occur. This alternation 

has been treated in terms of a variable rule elsewhere [Herbert 1974J 

where the likelihood of [~J is increased in less formal speech. The 

consultants upon whose speech the present researches are based had [bJ 

as often as [~J.6 This existence of I~/ would be somewhat surprising in 

Luganda since the velar member of the voiced series is clearly /g/.7 

This counters the general expectation that the velar position is a "weaker" 

articulation, i.e. we would expect I~/ only in the presence of Iyl in 

Luganda. There is no phonetic justification for l'tl,however. In any 

event, postnasal hardening is clearly part of the grammar of Luganda, 

affecting at least II y/. 

6My two major consultants are both natives of Kampala. It is 
possible to arrange the probability of [~J in a hierarchy or scale of 
increasing likelihood [Herbert 1974: 31J: 

Ib/ .• [~J I #_G -t V_G ... # V -t V V 

There is no parallel hierarchy for II y/, e.g. III is [dJ only post­
nasally and when geminated. 

7For the speech of my consultants, Igl exhibits no tendency toward 
spirantization although Katamba [1974J mentions such a tendency for his 
own speech. 
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The question then is whether the post-nasal hardening of II yl can 

be invoked as evidence for a language-specific phonetic mode 

favoring strong consonants. Several points bear on such a determination. 

First, the hardening of post-nasal II yl is very nearly universal when 

the nasal-oral sequence is to be realized as a prenasalized consonant, 

i. e. a unit articulation exhibi ting the surface duration of a single con-

sonant. In a survey of hundreds of grammars, no convincing cases of 

unit nl or ny, where the y is not simply a secondary articulation, 

were found. Cases of unit [m~J are extremely rare as are many other 

nasal-continuant sequences. One of the very few examples of [naJ is 

that of Sherbro, cited by Ladefoged [1968:47J. The existence of [naJ 

is especially surprising since Sherbro also exhibits the fricatives 

If v sl, and none of these occur prenasalized. Interdental fricatives 

are rather rare as a class of sounds, however. Kikuyu has 101, but no 

[noJ since nasals are obligatorily deleted before all continuants; 

Kamba exhibits surface [noJ though. 

What is surprising about Luganda, if indeed it is govererned by a 

meta-rule of Consonant Strengthening, is that prenasalized Ill)f I!)v ns 

nz/ all exist and exhibit no tendency toward strengthening. In a few 

languages, all consonants are hardened and voiced after nasal consonants 

so that there is a complete neutralization of oral consonants at each 

point of articulation in this environment, e.g. 

(5 ) IN + b/ 

iN + pi 
IN + vi 

-t [mbJ 
IN + ~I 

IN + f/ 

IN + wi 

pointing to the unmarked status of nasal plus voiced stop sequences. 

However, this is a relatively infrequent situation. In some languages, 

the hardening is taken only as far as affrication. Thus, for example, 

INtf/ ~ [mptJ. The essential point of the present discussion is that 

Luganda hardens only II y/, consonants which are almost universally 

hardened, but does not harden If v s zl, which hardening would support 
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the notion of meta-rule if it did occur. 

3.2. Meinhof's Rule. The second process invoked by Katamba as 

evidence for the principle of Consonant Strengthening is the operation 

of Meinhof' s Rule, also known as the Ganda Law. This rule has been 

the subject of much discussion which does not concern the present 

argument. The effect of the rule is to nasalize /b I V g/ when 

they occur as the oral component of a prenasalized consonant when a 

nasal occurs in the next syllable: 
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(6 ) /N + bengo! [mmer)go] 'grind stones (cf. lubengo 'grind stone' ) , 
!N + I imil [~nimi] 'tongues' (cf. lui imi 'tongue') 

IN + Vi ngi I al [ nn i I)g i I a] 'I 
1 

enter' (cf. kuvingi la 'to enter') 

IN + gaanal [l)l)aana] 'I refuse' (cf. kugaana 'to refuse') 
I 

However, as Meussen [1963:25J has pointed out, the rule affects only 

Ib I V gl which can be traced to Common Bantu. S 

As has been discussed in previous treatments of Meinhof's Rule, 

Luganda is rather special in the operation of the rule in that the output 

is a long, i.e. geminate, nasal of which the first member is syllabic 

in initial position. 

simple nasal: 

(7 ) / i + N + ~angol 

Ii + N + ~ansal 

Ii + N + IEmbol 

Compare forms from Lamba, where the output is a 

[ imal)go] 

[ imansa] 

[ inEmbo] 

'bonds' 

'tattoo' 

'courtyards' 

The distinction in outputs is explained by the fact that most Bantu 

languages have a general process NN ~ N, which Luganda does not, e.g. 

Lamba /N + I)at + el ~ [r)atE] 'let me snarl', Luganda /N + 1)001 + el ~ 

[l)l)ooleJ 'let me disapprove'. Thus, whereas other languages systematically 
I 

SThere are extremely few exceptions to this generalization. 
Brown [1972:165-66J notes that in the Manjiya dialect of Lumasaaba, 
Meinhof's Rule applies to /~ I V/ as well as to voiced non-stops pro­
duced by a general weakening rule from /p t k/, e.g. /i + N + pima/ 
Imlma 'hyena', /i + N + temu/ inemu 'snake'. Manjiya is innovative 
in this respect and the other Southern dialects preserve the order: 
1. Meinhof's Rule, 2. Weakening. For a general discussion of the 
facts of Meinhof's Rule, see Herbert [1977bJ. 
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eliminate NN sequences, such sequences are processually produced in 

Luganda. Of course, this reflects the more general face that all 

consonants have geminated counterparts in Luganda unlike most Bantu 

languages. Thus, NN occurs within single morphemes as well, e.g. 

-mma 'grudge, withhold', -nno 'tooth', -kinnimba 'walk proudly', 

-waooana 'give each other'. It would therefore be surprising for 

Luganda to simplify geminate nasals which appear as the output of 

Meinhof's Rule. The more surprising fact, and the most convincing 

evidence for a Consonant Strengthening mode, is the occurrence of 

geminate consonants in Luganda, regardless of their source. 

3.3. Geminate consonants. One of the most remarkably non-Bantu 

features of Luganda phonology is the occurrence of surface geminate 

consonants. Historically, most of the present-day underlying geminates 

can be traced to sequences */iC/, e.g. *-jj~- 'steal' Luganda -bba , 

*Ii+tabi 'branch'Luganda -ttubi. In fact, the synchronic realization 

of the Class 5 noun prefix « * I il is a gemination 0f the iliitial con­

sonant: 9 

(8 ) Class 5 ( SinEjular ) Class 6 (Plural) 

ggye magye 'armylarmies' 

kkubo makubo 'road(s); path(s)' 

ccupa macupa 'bottle(s)' 

zzike mazike 'chimpanzee(s), 

bbala mabala 'spot(s)' 

Long nasals also arise from the operation of Meinhof's Rule and also 

by prefixation of IN-I, the Class 9-10 prefix, to a nasal-initial stem, 

e.g. mmul i 
I 

'reeds' (cf. lumi I i 'reed'). 

9The fact that the prefix vowel was originally IiI is demonstrated 
by the 
a very 
sonant 
I i nno 
prefix 

fact that the preprefixal vowel is leI. Cf. Section 2. Also in 
limited set of marked stems beginning with a prenasalized con­
or a geminate consonant, the Class 5 prefix is Iii-I, e.g. 
'tooth', I iggwa 'thorn'. Also before vowel-initial stems the 
is Iy-, e.g. Iyemvu 'ripe banana'. 
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Katamba notes that long segments are marked and their existence in 

Luganda points to the fact that a language may override the supposedly 

universal bases of markedness theory when it is governed by an 

articulatory mode counter-predicted by that theoryo With regard to 

the geminates of Luganda, Katamba [1974 :159J claims that "markedness 

theory would predict that they should be lost in the course of language 

change." However, contrary to universal predictions, the geminates of 

Luganda are not only stable, but are also produced by recent innovation 0 

The innovation in question concerns another case of prefixal vowel 

loss, viz. the lui of the infinitive prefix /ku-I so that there are the 

following alternations: 

Standard dialect 

kukola 

kukima 

kugoba 

Innovating dialect 

kkola 

kkima 

ggoba 

'to work' 

'to fetch' 

'to drive a.way' 

i.eo the prefix vowel is deleted and Ik-I assimilates to the following 

consonant, thus producing a surface geminate 0 In the dialect reported 

in Katamba [1977J, this innovation occurs only before non-nasal velar­

initial stems,IO but Katamba [1974J notes that his younger brother also 

has forms such as ppima 'to weigh' (kupima), ttema 'to chop' (kutema). 

ssala 'to divide' (kusala)o 

A phonetic explanation for this innovation is not hard to find. 

It has been documented elsewhere that the prefix vowels of Luganda are 

"extra short" in duration [Herbert 1974J. Given the articulatory 

similarities of /k/ and lui. it is not surprising that the prefix Iku-I 
might be realized as a strengthening of non-nasal velarso The spread 

of this process to non-velar stems represents rule generalization, which 

may ultimately result in a morphological reanalysis of the infinitive 

prefix as I(o)c-Io 

IOThe restriction that the process applies only before non-nasal velars 
is absent if the prefix does not directly precede the verb root [Katamba 
1974J: 

/ku + ba + jabal 

Iku ~ mu + labal 

bbalaba 

mmulaba 

'to see them' 

'to see him' 

Katamba notes that long segments are marked and their existence in 

Luganda points to the fact that a language may override the supposedly 

universal bases of markedness theory when it is governed by an 

articulatory mode counter-predicted by that theoryo With regard to 

the geminates of Luganda, Katamba [1974: 159J claims that "markedness 

theory would predict that they should be lost in the course of language 

change." However, contrary to universal predictions, the geminates of 

Luganda are not only stable, but are also produced by recent innovation 0 

The innovation in question concerns another case of prefixal vowel 

loss, viz. the lui of the infinitive prefix /ku-/ so that there are the 

following alternations: 

Standard dialect 

kukola 

kukima 

kugoba 

Innovating dialect 

kkola 

kkima 

ggoba 

'to work' 

'to fetch' 

'to drive a.way' 

i.eo the prefix vowel is deleted and /k-/ assimilates to the following 

consonant, thus producing a surface geminate 0 In the dialect reported 

in Katamba [1977J, this innovation occurs only before non-nasal velar­

initial stems,lO but Katamba [1974J notes that his younger brother also 

has forms such as ppima 'to weigh' (kupima), ttema 'to chop' (kutema), 

ssala 'to divide' (kusala)o 

A phonetic explanation for this innovation is not hard to find. 

It has been documented elsewhere that the prefix vowels of Luganda are 

"extra short" in duration [Herbert 1974J. Given the articulatory 

similarities of /k/ and /u/, it is not surprising that the prefix /ku-/ 

might be realized as a strengthening of non-nasal velarso The spread 

of this process to non-velar stems represents rule generalization, which 

may ultimately result in a morphological reanalysis of the infinitive 

prefix as /(o)C-/o 

laThe restriction that the process applies only before non-nasal velars 
is absent if the prefix does not directly precede the verb root [Katamba 
1974J: 

/ku + ba + laba/ 

Iku ~ mu + labal 

bbalaba 

mmulaba 

'to see them' 

'to see him' 



The real issue is not, however, how these geminates arise, but the 

fact that they arise at allo It has already been mentioned that this 

leads Katamba to accept Lass' [1972] rejection of the universal bases of 

markedness theory in favor of language-specific markedness, ioe. 

geminate consonants are not marked in Luganda hecause Luganda phonology 

is dominated by a particular articulatory principleo If it were not, 

we should expect geminate consonants to be lost rather than increase. 

Lass' theory is discussed in greater detail in Section 4. It will 

suffice to point out here that markedness theory does not claim that 

geminate consonants will never develop in the course of a language's 

history or that they will quickly die out in the course of linguistic 

evolution. Rather, it claims that such sounds are "less favored". It 

predicts that a context-free change from geminate to simple consonant 

should be common whereas the reverse process: 

(10) 

should be uncommono The Luganda case does not fit the above schema; the 

"spread" of the geminate consonants poses no problems for markedness 

theory since it does not result from the spontaneous strengthening of 

normal consonantso 

3.4. Summary. By way of provisional summary, Katamba's three examples 
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to either a diachronic or synchronic sequence of segments o It would 

seem that the existence of geminate consonants does not really say a.ny­

thing about an articulatory mode unless we find a general preference for 

strong consonants, which we do noto ll Indeed, if anything, it would seem 

that the opposite approach to the question of articulatory mode may be 

more profitable in this situation. That is, in languages which 

systematically eliminate surface sequences of consonants, regardless 

of their source and whether they carry morphological information, there 

may exist better evidence for a phonological principle governing the 

CV structure of these languages. However, there are some general con­

ceptual problems with the notion of meta-rule as well as the notion of 

"family universal", some of which are reviewed below o 

4. Family Universals 

The theory of markedness in generative phonology is an attempt to 

establish a universal evaluation measure for phonology which is based on 

an assumption of "intrinsic content" assigned to every phonological 

feature 0 In addition to specific marked and unmarked values for features, 

the theory as articulated by Chomsky and Halle [1968J and Postal [1968J 

includes a "linking" principle which relates these fea.ture proposals to 

conditions on the output of phonological ruleso This theory claims 

that a universal phonological structure of rules converts abstract 

marked and unmarked values into a less abstract matrix consisting of + 

and - specifications. It is claimed that for every feature in every 

context one such feature value is "natural" and costless, the other "un­

natural" and with a cost [Postal 1968:167J. 

The various types of considerations which are methodologically in­

volved in the assignment of marked and unmarked values are well-known 

llIn fact, there are several natural assimilatory processes which 
regularly give marked segments, e.g. vowel nasalization: 

v ~ [+nasalJ / [+nasalJ 

However, these changes always occur in a restricted environment and the 
increase in marked segments is therefore modest. It would not be 
profitable to argue that languages with such natural rules are governed 
by meta-rules of Vowel Nasalization. 
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[Greenberg 1966J; they include such data as statistical frequencies, 

diachronic mergers, synchronic neutralizations, etc, However, it is 

important to remember that the considerations as a group represent only 

a class of observations. In this sens..:, there is nothing "intrinsic" 

about the theory of markedness as a theory of content, The theory is 

one of observation and therefore probability: 

Accepting such a theory commits one to determining for 
each feature value in each context grounds for a non­
arbitrary choice of M or U representation",o Such a 
theory does not claim that in every case the Unmarked 
phonetic element will actually appear in the position 
of neutralization, It claims only that this will be 
the case in the majority of instances since, if it is, 
no special language particular rule is required, 
[Postal 1968:168J 

The critical value of such a theory is significantly weakened, not 

by the infrequent instances in which its predictions do not obtain, 

but rather by the total lack of explanation which is incorporated into 

the theory, For example, it is known that the unmarked value for non­

back vowels is [-roundJ, This is captured in the formulation proposed 

by Chomsky and Halle [1968:405J: 

(ll) 

[a roundJ ,'" 

That is, vowels which are 

those vowels which are 

{

[a roundJ / i:'abaCkJ} 

[- low J 

[- roundJ I 
[+ low J 

[=~~~dJ are in some se[nse le]ss costly than 
specified as -back • There is no 

+round 
explanation for this fact within the theory. As Postal points out [1968: 

170-71J, we may hope that physiological and perceptual investigations 

will ultimately provide evidence for the assignment of M and U values, 

Lass [1912J has examined this particular proposal concerning the 

roundness of vowels in detail and attempted to show that in some 

language families, e.g, Germanic, marking conventions for vowel round­

ness reduce to a statement of very weak probabilities. Lass claims on 

this basis that marking conventions have no predictive value in such 

cases since the "more costly" grammars of Germanic languages with front 

rounded vowels function as well as those of Germanic languages wi thout such 
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v0wels and as well as the grammars of langclage families in which the 

convention is almost absolute, e,g, Bantu, There is no explanation for 

the failure of marking conventions in Germanic. Therefore, Lass is l~d 

to reject markedness theory in its universal form and to substitute 

family-specific conventions. 12 The only alternative is to inject 

content and explanation into the original theory; this does not seem 

realizable at the moment, 

It is clear, as Lass maintains, that markedness theory fails rather 

severely as a theory of intrinsic content. However, it does represent 

a successful prelude to such a theory, It has been demonstrated elsewhere 

[Herbert 1977aJ how content is to be injected into the foundation of 

the theory in certain instances in a non-arbitrary fashion and the true 

explanatory value which results therefrom. 

Lass' basic objection to the current theory is that it fails to 

reconcile meta-theoretical considerations of simplicity with language­

internal economy of individual phonological systems, Markedness theory 

claims that front rounded vowels, clicks, geminates, etc, will be rare 

among the languages of the world, How then, Lass asks, are we to recon­

cile these universal considerations with the sound systems of Swedish, 

Zulu, and Luganda? According to the theory, not only should unmarked 

segments be favored in synchronic neutralizations, but they should pre­

dominate in diachronic developments as well. Lass interprets this to 

mean that unmarked sounds will always gain ground at the expense of the 

marked sounds and that new marked sounds will not develop. Of course, 

such was not the serious intent of the theory; this would be equivalent 

to claiming that all phonological evolution is directed toward the 

development of an optimal sound inventory consisting of a single con­

sonant and single vowel, In this case, all linguistic utterances would 

have the phonetic shape [pa~a~Q ••• J. Nevertheless, Lass goes on at 

great length in his discussion of front rounded vowels to demonstrate 

12Although the fact that there are any exceptions 
the family-specific generalizations proposed by Lass. 
Kiyanzi, a Bantu language cited by Welmers [1973:21J, 
rounded and unrounded vowels Ii e U 0 U U 0 a/ . 

should invalidate 
For example, 

contrasts front 
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that they do indeed persist and develop anew in Germanic o Lass' choice 

of this example is less than felicitous, however 0 In addition to the 

coloration of these vowels, other considerations such as length and 

tenseness play an important role in their history, Thus, the interaction 

of various features is mor,,· complex than Lass presents. 

Lass' dismissal of the theory on these grounds as being devoid of any 

interesting theoretical cons iderations seems a bit hasty., In the 

following section it will be demonstrated that even for language inven­

tories which are highly marked in generative terms, the theory is not 

devoid of content. The case to be considered is not that of front rounrl.,d 

vowels in Germanic, but another cited by Lass several times, viz, the 

click sounds of Southern Bantu. 

5. Clicks in Bantu 

The basic assumption of the present discussion is that the click 

sounds are indeed marked segments. 1 3 They occur only in certain re­

stricted Southern Bantu languages and in Khoisan, from which they were 

originally borrowed into Bantu. On the one hand, the fact that Zulu 

and other languages should have incorporated clicks into their phono­

logical systems is a point which weighs heavily against markedness theory. 

Historically, we know that Bantu had no clicks and that they were in­

troduced during a period of particularly intense sociological contact 

in which Khoisan women were taken as wives by the invading Bantus. 

LaLham [1964:383J describes the system of polygamy practiced by the 

Bantus and notes that the father was only an "occasional visitor" to 

his families. Therefore, the greater influence during the child's 

early years was that of the mother, and it was only later that the 

influence of the father and the extended family began to be felt. This 

type of situation differs considerable from the canonical varieties of 

language contact, which may explain the extraordinary linguistic results. 

13The unmarked airstream mechanism is the pulmonic egressive one. 
That is, glottalic egressive (ejectives), glottalic ingressive 
(implosives), and the velaric (clicks) are all marked mechanisms. It 
is unclear what, if any, is the relative markedness of the latter three 
types. 
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For example, fully 17 of the present 47 consonant phonemes in Zulu were 

introduced from Khoisano Lanham places the original contact between 

the Bantu and Khoisan peoples between five and seven centuries ago. 

This is the point of departure for the following discussion. 

Were we to assume an unmarked status for the click sounds in 

Nguni, for example, we would have no way of accounting for the reduc­

tion of click oppositions in many languages since other consonant 

oppositions make use of the same points of articulation. There are five 

click types in the Khoisan languages: 

(12) 0 bilabial click 

~ dental click (C/J, c) 

~ pre-palatal click (C1J) 

C palato-alveolar click (C~J, q) , lateral click (CIIJ, x) 

All the Bushman languages exhibit four types, but the labial click 

occurs rather infrequently CBleek 1939J. We do not find any Bantu 

language which makes use of the full range of oppositions. 

Zulu and Xhosa exhibit the most extensive incorporation of clicks 

into sound inventories. Both languages distinguish three main click 

types: the dental click, palato-alveolar click, and the lateral click. 

Lanham [1964:382J reports that fully one-seventh of Zulu words and one­

sixth of Xhosa words contain clicks, These are, of course, mainly words 

which are borrowed from Khoisan. Bantu words which exhibit clicks come 

mainly from the hlonipa vocabulary, Hlonipa (also hlonipha) is a process 

whereby taboo words undergo various phonetic alterations, These 

alterations include the substitution of: 

(13) a. a non-click for a non-click 

bo a click for a non-click 

c. a click for a click 

d. a non-click for a click 

Faye [1923-25J provides a detailed discussion and numerous examples 

of the process. 

Pedi [Stopa 1960:23J is reported to distinguish two clicks: the 
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pre-palatal and a retroflex fricative. Ziervogel [1952:8J reports a 

contrast between the dental and palato-alveolar types in Swazi. Thus, 

Zulu amaxolo 'bark' may be found in Swazi as emacolo, emaqolo , 

emagcolo , emagqolo 0 However, Stopa and Lanham both claim that Swazi 

has a single click type, which is substituted for all other varieties. 

Similarly, in Sutho [Tucker 1929:63J there is only one click, the 

palato-alveolar, and in the other Sutho-Tswana languages the clicks have 

disappeared entirely. 

Knowing, as we do, extremely little about the routes and chronology 

of click incorporation into various Bantu languages, we might attempt 

to explain the number of types in any language as an inverse function of 

the directness of borrowing. That is, those languages which borrowed 

directly from Khoisan should exhibit the greatest number of distinctions 

and those which borrowed via other Bantu languages should show reduced 

inventories. This would constitute an argument supporting the marked 

status of the clicks, albeit a rather weak argumento Such an argument 

would, of necessity, make socio-historical claims about contact which 

cannot be substantiated since we are dealing with pre-history. Addition­

ally, a much stronger argument in favor of the marked status of clicks 

in Bantu would be forthcoming if we suppose that languages may previously 

have had a wider range of clicks than they evidence at present. This 

would be especially powerful since we know of no cases of languages 

independently increasing the number of clicks in their inventories. 14 Of 

course. just as there is no evidence that the clicks were introduced 

indirectly into some languages, there is no evidence that all the Bantu 

click lan~lages previously had the full series of clicks or even the 

number of oppositions presently displayed in Zulu. However, there is 

evidence that at least some languages have reduced their click inventories 

and that in some languages the clicks have been eliminated entirely. 

Stopa [1960:23J cites Elmslie's observation that among the older Ngoni 

14A fundamental difference is assumed between languages without 
clicks incorporating them into their sound systems and languages with 
click sounds increasing their inventories. 
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[sicJ people, all the clicks are attested as in Zulu. Apparently, 

the dental click replaced the other types in normal speech and a "new 

dialect" appeared which had various combinations of consonants as sub­

stitutes for clicks. In Northern Transvaal Ndebele, there are no 

clicks, but older language consultants "remember times" when clicks 

were used in speaking [Ziervogel 1959;33J. A very few plant names 

still show the clicks, e.g. mugqogolo, nqaxi. For the most part, 

however, this dialect of Ndebele has non-click sounds corresponding to 

clicks in other languages. For example, [kx'J is the normal development 

of Bantu *nk , but there are cases pointing to [kx'J as the development 

of the palato-alveolar click, symbolized as q in the Zulu orthography; 

(14) Ndebele Zulu 

-kx'wala -qala 'begin' 

-E:l)kx'E: la -E:qa 'jump over' 

-kx' ed 3a -qE:da 'get finished' 

-I i kX'anda -iqanda 'egg' 

Similarly, a nasal click is most often represented as [I)J in Ndebele: 

(15) -l)anE: 

-E:I)E:I)E: 

-not' ul a 

-ncanE: 

-E:nxE:i'iE: 

-nqodula 

'small' 

'elsewhere' 

'pullout' 

There are no known cases of the reverse substitution, i.e. of clicks for 

non-clicks in normal linguistic evolution. IS 

Notice that this type of evolution is exactly what markedness theory 

would predict. Lass claims that there is nothing "unnatural" about 

clicks in Zulu, voiceless lateral affricates in Nahuatl, front rounded 

vowels in Swedish, etc. Yet, we have seen that Lass' notion of family 

universal cannot be maintained. Clicks may be "natural" in some Southern 

Bantu languages in that they exist in these languages; in this regard 

markedness theory is not a theory of "naturalness eValuation". The 

grammars of Zulu and Xhosa work as well as the grammars of non-click 

ISIt has already been mentioned that the only candidate for such 
a substitution is hlonipa. 
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non-clicks in normal linguistic evolution. 15 

Notice that this type of evolution is exactly what markedness theory 

would predict. Lass claims that there is nothing "unnatural" about 

clicks in Zulu, voiceless lateral affricates in Nahuatl, front rounded 

vowels in Swedish, etc. Yet, we have seen that Lass' notion of family 

universal cannot be maintained. Clicks may be "natural" in some Southern 

Bantu languages in that they exist in these languages; in this regard 

markedness theory is not a theory of "naturalness eValuation". The 

grammars of Zulu and Xhosa work as well as the grammars of non-click 

I5It has already been mentioned that the only candidate for such 
a substitution is hlonipa. 



Bantu languages. However, the evidence points to the clicks being more 

"complex", more "costlY", or simply secondary in those languagf:S where 

Lass claims they are natural. 

The marked value of clicks is evidenced not only in diachronic 

,,_"11; ~..:...>,_ -; ~-5'-':; ... ~ :",S noted that in certain idiolectal 

and dialectal varieties of Zulu, the clicks are replaced systematically 

by other consonants and that the lateral click is disappearing in 

general. Also, clicks are among the last sounds acquired by Zulu 

children, being replaced by the corresponding non-clicks [Louw 1964; 

A. Nkabinde, personal communicationJ. In fairy tales, the speech of 

animals, usually represented as baby talk, is devoid of clicks [Jakobson 

1958:35J. 

6. Conclusion 

On the whole, Lass' notion of family universal and language­

specific markedness seems to contribute little to the solution of the 

general questions which markedness theory was designed to address. 

Lass claims that for non-click languages like English and Chinese, the 

CllCks are neither marked nor unmarkeu; they are simply not part of 

the inventory, i.e. they are like teeth in chickens. Similarly, there 

is nothing unnatural about cliCKS in click languages; these languages 

are simply "that kind of beast". However, the evidence presented in 

Sect-ion 5 clearly points to the clicks being marke.d in the Southern 

Bantu click languages. 16 It would be difficult to explain the data of 

diachronic developments, synchronic replacement, child phonology, etc. 

otherwise. This points to an inherent difficulty in Lass' revision of 

markedness and would seem to be a vindicat-ion, on a rather small scale, 

16Even in those languages where clicks are original elements, 
Bushman and Hottentot languages, there are distributional restrictions 
on the occurrence of clicks [Greenberg 1970:67J. Bleek [1939:61J 
reports that many Bushman words with clicks coexist with clickless 
variants and that certain words with clicks in the speech of older 
speakers have lost these clicks with the younger speakers. Finally, 
she observes that "most words that are very often in use such as 
pronouns, demonstratives and verbal particles, have no clicks in all 
the languages" indicating a "tendency to drop the clickS." 
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of the more orthcxlox theory of markeaness. Despite the explanatory 

gap in the theoretical foundation of the theory, its predictions are 

borne out by the synchronic and diachronic language data. 

Similarly, the Luganda data cOllcerning geminates do not represent 

a significant indictment of markedness theory. As was shown in Section 

3.3, all the geminates are attributable either diachronically or 

synchronically to an original sequence of segments. 'I'hat Meinhof's Law 

and the process of infinitive prefix reduction give rise to surface 

geminates is not surprising since gemInates are otherwise an irnportallt 

part of the Luganda sound system. What requires explanhtion is the fact 

that Luganda tolerates surface geminates, regardl.ess of Lheir source. 

Katamba attempts to explain the presence of geminates by reference 

to the articulatory mode of the language. however, as was demonstrated 

in Secoion 3, the only evidence for the mode of Consonant Strengthening 

is the existence of geminate consonants. Thus, the reasoning involved 

in the analysis is inherent~y circular: the geminates exist because of 

a particular phonetic mode and the evidence for the phonetic mode is 

the eXIstence of geminates. Similar reasoning is involved in the justi­

fication of the phonetIC mode of Vowel Lowering. 

I do not mean to buggest her'e that the concept of articulatory mode 

is inherently devoid of content. Obviously, this issue cannot be 

decided on the basis of data drawn from a single language. It seems 

plausible that the phonology of a language might be governed by general 

pl'eferences for certain types of phonetic outputs in the same way that 

several processes in a language may conspire to produce CV syllable 

structure. However, the question is then how many processes define a 

meta-rule. Two? Three? Seven? It would not seem that the existence 

of a single process or single state 'can be used to argue for such general 

principles. In the absence of any theory of intrinsic content or an 

explanation for the existence of geminates in Luganda, all we can do at 

present is to note that Luganda is "that kind of beast", or, to make 

further use of Lass' metaphor, geminates in Luganda are like gizzards in 

chickens, i.e. simply part of the inventory. 
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t.his paper wbi ell dl'llJOnstr'lt.c that tbis unalY:3i:; j;; j ()('orr(,l:t 
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ser;mental languages do 1101. exi:;t, rather thai, Mende j:; lIut :;uch 
a t.one language, thereby rennin!': the notion of what j:; Ii 

Hupraspgrnental tone languaee. 

1. Introduction 

The question raised in the title of this paper is not asking simply 

for the specific inventory of tonal types and processes of the Mende e:ram­

mar but rather the principles by which these inventories are shaped. 

Such principles, if they exist and when they are correctly identified, 

will not only lead to the answer of this taxonomical question "What sort 

of tone language is Mende?" but will also lead more directly to a descrip­

tively adequate analysis of the language under consideration. 

*This paper is a rewritten ':ersion of a manuscript originally presented 
to the Seventh annual conference on African linguistics (University of 
Florida, April, 1975) entitled "What is a supra-segmental tone language?" 
This latter version has profited from the comments from a number of 
scholars, but particularily from Herbert Stahlke and from William Leben. 
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One such answer to this question has been proposed by Leben [1973J 

who claims that some languages, including Mende, require a different type 

of lexical representation; one in which the phonological information is 

separated into two distinct and completely autonomous components. For 

Mende the tonal "melody" is stored in the "suprasegmental" component and 

the remaining phonological information in the segmental component. At 

some point in the derivation of the phonetic form of these morphemes, 

these tones are assigned to the tone-bearing segmental units according to 

a set of formal tone-mapping rules. After this mapping process. these 

languages function in the same way as others which do not have this 

"suprasegmental" lexical component. such as Thai and Chinese. 

Thus while all tone languages are "segmental" in this sense, not all 

tone languages are "melodic". Implicit in this taxonomy is the claim 

that melodic tone languages require a more complex formalism because they 

exhibit properties which cannot be adequately explicated in "non-melodic" 

terms. Leben has repeatedly claimed for example that Mende is such a lan­

guage requiring a melodic analysis and partially on the basis of this 

claim, he has made a case for the general validity of the melodic hypothe­

sis. Yet there is evidence that Mende does not support these claims. In 

this paper, the predictions of the "melodic" proposal are compared against 

an alternative proposal which claims that the tones of Mende are never 

completely independent of the supporting segmental string. 

2. Two Theories of Tone 

2.1. The nature of the suprasegmental "melodic" claim. Specifically the 

suprasegmental proposal claims that the observed segmental patterns in Mende 

can be accounted for by positing five suprasegmental tonal melodies. 

These melodies (H, L, HL, LH, LHL) are termed suprasegmental because they 

describe the segmental tonal patterns of Mende morphemes regardless of 

number of syllables. At some point in the derivation, these tones are 

mapped onto the segments producing segmental tone patterns according to a 

set of specific tone-mapping principles. The following have been proposed 

by Leben [1973:65J for Mende: 

(1) a. If the number of level tones in the pattern is equal to or less 
than the number of vowels in the word possessing the pattern, put 
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than the number of vowels in the word possessing the pattern, put 



the first tone on the first vowel, the second on the second, 
and so on; any remaining vowels receive a copy of the last tone 
in the pattern. 

b. If the number of level tones in the pattern is greater than the 
number of vowels in the word possessing the pattern, put the 
first tone on the first vowel, the second on the second, and so 
on; remaining tones are expressed as a sequence on the last 
vowel available. 

(2) a. Tone Melody Number of syllables in morpheme 

a 

b 

e 

d 

e 

f 

g 

h 

i 

j 

b. a 

b 

c 

d 

e 

H 

L 

HL 

LH 

LHL 

*HLH 

*LHLH 

*HLHL 

H 

L 

HL 

LH 

LHL 

ONE 

H 

L 

HL 

LH 

LHL 

*HLH 

LHLH 

HLHL 

TWO 

H H 

L L 

H L 

L H 

L HL 

H LH 

L HLH 

H LHL 

H HL 

L LH 

ngulu, nda 
H H H 

be Ie, kpa 
L L L 

kenya, mbu 
H L HL 

ni ka, navo, mba 

THREE 

H H H 

L L L 

H L L 

L H H 

L H L 

H L H 

L H LH 

H L HL 

H H L 

L L H 

L H L H LH 

niki I i, nyaha, mba 
LHL LHL LHL 

FOUR 

H H H H etc. 

L L L L etc. 

H L L L etc. 

L H H H etc. 

L H L L etc. 

H L H H etc. 

L H L H etc. 

H L H L etc. 

H H L L etc. 

L L H H etc. 

'tree', 'mouth' 

% of basic 
vocabulary 

40 
2 

3 

44 

5 

6 

'trousers', 'debt' 

'uncle', 'owl' 

'cow', 'money', 'rice' 

'peanut', 'woman', 'companion' 

Given these procedures, the five Mende melodies will be mapped onto 

morphemes of various syllable length producing the segmental patterns a, b, 

e, d, and e of (2a). Examples from Mende of these tone patterns are given 

in (2b). According to the theory, segmental patterns f, g, and h will not 

be produced, because these tonal melodies do not exist in the language, and 

patterns i and j, while corresponding to the melodies HL and LH respectively, 

the first tone on the first vowel, the second on the second, 
and so on; any remaining vowels receive a copy of the last tone 
in the pattern. 

b. If the number of level tones in the pattern is greater than the 
number of vowels in the word possessing the pattern, put the 
first tone on the first vowel, the second on the second, and so 
on; remaining tones are expressed as a sequence on the last 
vowel available. 

(2) a. Tone Melody Number of syllables in morpheme 

a 

D 

c 

d 

e 

f 

g 

h 

i 

j 

b. a 

b 

c 

d 

e 

H 

L 

HL 

LH 

LHL 

*HLH 

*LHLH 

*HLHL 

? (c) 

? (d) 

H 

L 

HL 

LH 

LHL 

ONE 

H 

L 

HL 

LH 

LHL 

*HLH 

LHLH 

HLHL 

TWO 

H H 

L L 

H L 

L H 

L HL 

H LH 

L HLH 

H LHL 

H HL 

L LH 

ngu I u, nda 
H H H 

be Ie, kpa 
L L L 

kenya, mbu 
H L HL 

nika, navo, mba 

THREE 

H H H 

L L L 

H L L 

L H H 

L H L 

H L H 

L H LH 

H L HL 

H H L 

L L H 

L H L H LH 

nikili, nyaha, mba 
L H L L HL LHL 

FOUR 

H H H H etc. 

L L L L etc. 

H L L L etc. 

L H H H etc. 

L H L L etc. 

H L H H etc. 

L H L H etc. 

H L H L etc. 

H H L L etc. 

L L H H etc. 

'tree', 'mouth' 

% of basic 
vocabulary 

40 

2 

3 

44 

5 

6 

'trousers', 'debt' 

'uncle', 'owl' 

'cow', 'money', 'rice' 

'peanut', 'woman', 'companion' 

Given these procedures, the five Mende melodies will be mapped onto 

morphemes of various syllable length producing the segmental patterns a, b, 

c, d, and e of (2a). Examples from Mende of these tone patterns are given 

in (2b). According to the theory, segmental patterns f, g, and h will not 

be produced, because these tonal melodies do not exist in the language, and 

patterns i and j, while corresponding to the melodies HL and LH respectively, 



no 

cannot be derived by the existing tone mapping rules. 

Given the formalism of the suprasegmental proposal, it is possible 

to make three specific predictions, (3), about the nature of Mende tonology 

which a corresponding segmental theory could not: 

(3) a. that certain tone patterns do occur which are not likely to be 
predicted by segmental theories (see section 3.1); 

b. that certain tone patterns do not occur in Mende because they 
reflect a constraint against an underlying tone melody (these 
non-occurring patterns are defined here as "structural gaps", 
see section 3.3); 

c. that certain segmental tone patterns do not occur in Mende be­
cause they are expressly and intentionally forbidden by the way 
in which the theory was formulated (these proposed non-occurring 
patterns are defined as "formal gaps", see section 3.2). 

These claims contrast with those of a less radical, non-melodic hypothe&is 

of Mende tonology, an example of which is given in 2.2. 

Because there are a variety of possible proposals for the representation 

of tone, both segmentally and suprasegmentally, I prefer to label this 

particular suprasegmental proposal by its principal characteristic, the 

melodic claim. Henceforward this theory shall be termed the "melodic" 

hypothesis. 

2.2. 'I'he tension-based al ternati ve. In contrast to the suprasegmental 

melodic hypothesis, I would like to put foreward a competing hypothesis 

which asserts that the tonal information of a word is never completely 

disassociated from the segmental information of a word. This alternative 

proposal if correct does not claim that Mende is not a suprasegmental tone 

language, only that Mende is not a suprasegmental tone language of the 

type described in 2.1. As mentioned earlier, this alternative is not in­

compatible with other "suprasegmental" models such as that put forward by 

Goldsmith [1975, 1976J which claim a closer relationship between tone and 

segment. The essential aspect of this alternative claim, (4) is that the 

tonal patterns can only be understood in relation to the segmental string. 

(4) In an underlying representation, any tone-bearing ([+ syllabicJ) 
segment must be assigned at least one, but not more than two 
distinct tones. 

nu 

cannot be derived by the existing tone mapping rules. 

Given the formalism of the suprasegmental proposal, it is possible 

to make three specific predictions, (3), about the nature of Mende tonology 

which a corresponding segmental theory could not: 

(3) a. that certain tone patterns do occur which are not likely to be 
predicted by segmental theories (see section 3.1); 

b. that certain tone patterns do not occur in Mende because they 
reflect a constraint against an underlying tone melody (these 
non-occurring patterns are defined here as "structural gaps", 
see section 3.3); 

c. that certain segmental tone patterns do not occur in Mende be­
cause they are expressly and intentionally forbidden by the way 
in which the theory was formulated (these proposed non-occurring 
patterns are defined as "formal gaps", see section 3.2). 

These claims contrast with those of a less radical, non-melodic hypothe&is 

of Mende tonology, an example of which is given in 2.2. 

Because there are a variety of possible proposals for the representation 

of tone, both segmentally and suprasegmentally, I prefer to label this 

particular suprasegmental proposal by its principal characteristic, the 

melodic claim. Henceforward this theory shall be termed the "melodic" 

hypothesis. 

2.2. 'I'he tension-based al ternati ve. In contrast to the suprasegmental 

melodic hypothesis, I would like to put foreward a competing hypothesis 

which asserts that the tonal information of a word is never completely 

disassociated from the segmental information of a word. This alternative 

proposal if correct does not claim that Mende is not a suprasegmental tone 

language, only that Mende is not a suprasegmental tone language of the 

type described in 2.1. As mentioned earlier, this alternative is not in­

compatible with other "suprasegmental" models such as that put forward by 

Goldsmith [1975, 1976J which claim a closer relationship between tone and 

segment. The essential aspect of this alternative claim, (4) is that the 

tonal patterns can only be understood in relation to the segmental string. 

(4) In an underlying representation, any tone-bearing ([+ syllabicJ) 
segment must be assigned at least one, but not more than two 
distinct tones. 



Thus the possible tone patterns for any syllable are four, given in (5a). 

Tone patterns specifically prohibited by this statement are given in (5b). 

( 5 ) a. H L HL LH 
\ \ ~ ~ 

CV CV CV SV 

b. LHL ¢ 

~ 
*CV 

\ 
*CV 

Given this hypothesis, the number of tonal patterns of Mende words is a 

simple function of the number of syllables in the string. This means four 

possible monosyllabic tone patterns, sixteen possible disyllabic tone 

patterns and so on. Because this alternative is based on the permissable 

relationships between tones and tone-bearing segments, I have termed it the 

"tension" hypothesis. 

3. The Suprasegmental Claim and the Data 

This section compares evidence from the synchronic tone patterns of 

Mende in order to test the accuracy of the suprasegmental claim that all 

Mende tone patterns are attributable to five underlying tone melodies. 

On the basis of the evidence, it is shown that none of the predictions 

given in (3) can be sustained and therefore that the melodic hypothesis is 

likewise unsupportable. 

3.1. Three tones on a single syllable. One of the predictions made by the 

suprasegmental tone hypothesis is that if a suprasegmental melody exists, 

it ought to be manifested on morphemes of any given syllable length. On 

the basis of disyllabic morphemes such as ngete 'pestle' and trisyllable 

words such as nlkill 'peanut' the melodic hypothesis would claim the 

existence of a LHL melody (see (2)). Furthermore, since this LHL melody 

is found on disyllabic and trisyllabic morphemes, it ought to be found on 

monosyllabic morphemes as well. The alternative hypothesis (2.2), on 

the other hand, strictly prohibits three tones from occurring on a mono­

syllable (see 4b)). Thus the issue of a short vowel with a LHL tone pattern 

is of great importance in determining which of the two hypotheses under 

consideration here is an accurate reflection of the data. 

Leben provides one example from Spears [1967J of a purported three-

toned monosyllable; mbaa 'companion'. However, this example is contestable 

Thus the possible tone patterns for any syllable are four, given in (5a). 

Tone patterns specifically prohibited by this statement are given in (5b). 

(5 ) a. H L HL LH 
\ \ ~ ~ 

CV CV cv r;v 

b. LHL .~ 

.~ \ 
*cv *CV 

Given this hypothesis, the number of tonal patterns of Mende words is a 

simple function of the number of syllables in the string. This means four 

possible monosyllabic tone patterns, sixteen possible disyllabic tone 

patterns and so on. Because this alternative is based on the permissable 

relationships between tones and tone-bearing segments, I have termed it the 

"tension" hypothesis. 

3. The Suprasegmental Claim and the Data 

This section compares evidence from the synchronic tone patterns of 

Mende in order to test the accuracy of the suprasegmental claim that all 

Mende tone patterns are attributable to five underlyin!S tone melodies. 

On the basis of the evidence, it is shown that none of the predictions 

given in (3) can be sustained and therefore that the melodic hypothesis is 

likewise unsupportable. 

3.1. Three tones on a single syllable. One of the predictions made by the 

suprasegmental tone hypothesis is that if a suprasegmental melody exists, 

it ought to be manifested on morphemes of any given syllable length. On 

the basis of disyllabic morphemes such as ngete 'pestle' and trisyllable 

words such as nikili 'peanut' the melodic hypothesis would claim the 

existence of a LHL melody (see (2)). Furthermore, since this LHL melody 

is found on disyllabic and trisyllabic morphemes, it ought to be found on 

monosyllabic morphemes as well. The alternative hypothesis (2.2), on 

the other hand, strictly prohibits three tones from occurring on a mono­

syllable (see 4b)). Thus the issue of a short vowel with a LHL tone pattern 

is of great importance in determining which of the two hypotheses under 

consideration here is an accurate reflection of the data. 

Leben provides one example from Spears [1967J of a purported three-

toned monosyllable: mba§ 'companion'. However, this example is contestable 
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for a number of reasons. First, the morpheme is transcribed by Spears 

with two vowels although Spears clearly states that the use of two 

vowels does not "necessarilY" indicate length and that the use of two 

vowels is often used as an orthographical tone-marking device. 

A second reason for contesting the LHL claim for Mende monosyllables 

is the fact that Innes [1969J records the contested morpheme with a long 

vowel. This is not true only for 'companion' but for every example listed 

in Spears [1967J as cvv and which also appears in Innes [1969J. Further­

more, my own data agrees with Innes in this regard. Thus there is no 

clear evidence that this morpheme is short and some solid evidence to 

indicate that it is long. 

Finally this form is cognate with Kpelle bara~ and was presumably 

present in Proto Southwestern Mande, also as *bara~ The anticipated 

Mende reflex of this proto form should be *mbala (based on the rules 

given in Dwyer [1974J). The loss of a medial to produce mbaa (with 

a long vowel) is a common Mende rule (see Spears [1967J) and for that 

matter a common Western Maude rule (see Welmers [1975J). Were the loss 

of the medial to become obligatory as is often the case, the Mende 

reflex of this morpheme would be mbaa (with a long vowel). Leben was 

aware of this problem as the following quote indicates: 

"If the vowel is long, this still does not affect my argument insofar 
as the argument seeks to establish that the permissable and imper­
missable tone patterns are the same as for other words. If mba 
originates synchronically from a disyllable, then another instance 
of a monosyllable with a LHL would have to be sought." [Leben 1973:50J 

Yet there appear to be no uncontestable examples of such morphemes in 

Mende, and, I would venture, no such examples in Mende. 

3.2. Structural gaps. The claim that there are no HLH patterns in Mende 

is representative of the sort of restrictions that are statable under a 

suprasegmental framework. This claim incorporates the segmental statements 

that the sequences HLH, H LH, do not exist in Mende, with the implication 

that these non-occurrences are the consequence of a single underlying 

structural gap. This claim could be successfully refuted by showing either 

that such tone melodies do occur, or that the particular gaps in question 

are a fortituous collection of gaps which are the consequence of other 

events. 
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for a number of reasons. First, the morpheme is transcriberl by Spears 

with two vowels although Spears clearly states that the use of two 

vowels does not "necessarilY" indicate length and that the use of two 

vowels is often used as an orthographical tone-marking device. 

A second reason for contesting the LHL claim for Mende monosyllables 

is the fact that Innes [1969] records the contested morpheme with a long 

vowel. This is not true only for 'companion' but for every example listed 

in Spears [1967] as cvv and which also appears in Innes [1969J. Further­

more, my own data agrees with Innes in this regard. Thus there is no 

clear evidence that this morpheme is short and some solid evidence to 

indicate that it is long. 

Finally this form is cognate with Kpelle baraQ and was presumably 

present in Proto Southwestern Mande, also as *baraQ The anticipated 

Mende reflex of thi s proto form should be *mba 1.3 (based on the rules 

given in Dwyer [1974J). The loss of a medial to produce mbaa (with 

a long vowel) is a common Mende rule (see Spears [1967J) and for that 

matter a common Western Mande rule (see Welmers [1975J). Were the loss 

of the medial to become obligatory as is often the case, the Mende 

reflex of this morpheme would be mbaa (with a long vowel). Leben was 

aware of this problem as the following quote indicates: 

"If the vowel is long, this still does not affect my argument insofar 
as the argument seeks to establish that the permissable and imper­
missable tone patterns are the same as for other words. If mba 
originates synchronically from a disyllable, then another instance 
of a monosyllable with a LHL would have to be sought." [Leben 1973:50J 

Yet there appear to be no uncontestable examples of such morphemes in 

Mende, and, I would venture, no such examples in Mende. 

3.2. Structural gaps. The claim that there are no HLH patterns in Mende 

is representative of the sort of restrictions that are statable under a 

suprasegmental framework. This claim incorporates the segmental statements 

that the sequences HLH, H LH, do not exist in Mende, with the implication 

that these non-occurrences are the consequence of a single underlying 

structural gap. This claim could be successfully refuted by showing either 

that such tone melodies do occur, or that the particular gaps in question 

are a fortituous collection of gaps which are the consequence of other 

events. 



The non-melodic alternative explains the absence of a HLH pattern 

in a monosyllable as a consequence of t.he constraint against three 

different tones appearing on the same tone-bearing segment, the same 

constraint that prohibits LHL monosyllables. 'rhe al ternat i ve hypothe­

sis, does not prohibit HLH sequences in trisyllabic morphemes, and 

ample evidence is available to support not only HLH patterns, but also 

HLHL patterns as is shown in (6) below. 

(6) a. HLH patterns 

yambuwu 
I ansam~ 
lenaa 

'tree (sp)' 

proper name 

'for now' 

b. HLHL patt.erns 

njengulu 
dumbeeka 

'raphia clothed clown' 

'tarantula' 

, star' 

17.3 

In addition to the above clear-cut examples of the HLH and the HLHL 

tonal patterns, there are a number of other examples involving a down­

stepped high tone (marked here as 'H) which could be interpreted as 

counter-examples to the proposed HLH constraint because the surface down­

stepped high tone could have been derived from an underlying or historical 

HLH or HLHL melody. This argument is elaborated on in section 6. 

A second possible source for the sequence of H'H is suggested by the 

morpheme voonu 'last year' because this form is rendered in my tran­

scriptions as voonu with a long initial syllable. Spears [1967J has 

pointed out for Mende a rather common west African rule, called LOW RAISING 

by Hyman and Schuh [1974J which raises a low tone between two high tones 

to a down stepped high tone, e. g. voonu .... v6O'nu and gbue r .... gbuef 

'yesterday' . 

3.3. Formal gaps. The prediction of formal gaps is a consequence of the 

form of the suprasegmental theory of tone representation. Specifically, 

formal gaps result from the condition that a given melody can be mapped 

onto a sequence of tone-bearing segments in only one way. Thus the claim 

that a language has only five possible suprasegmental tone meillodies pre­

dicts that Mende monosyllabic morphemes will exhibit only five tonal 

patterns, that 1-1ende disyllabic morphemes will exhibit only five tonal 

patterns and so on. The form of a particular pattern is a consequence of 

the particular melody it represents and the proposed mapping rules. 

The non-melodic alternative explains the absence of a HLH pattern 

in a monosyllable as a consequence of the constraint against three 

different tones appearing on the same tone-bearing segment" the same 

constraint that prohibits LHL monosyllables. 'rhe alternative hypothe­

sis, does not prohibit HLH sequences in trisyllabic morphemes, and 

ample evidence is available to support not only HLH patterns, but also 

HLHL patterns as is shown in (6) below. 

(6) a. HLH patterns 

yambuwu 
I anSam3 
lenaa 

'tree (sp)' 

proper name 

'for now' 

b. HLHL pat,terns 

njengulu 
dumbeeka 

'raphia clothed clown' 

'tarantula' 

, star' 

In addition to the above clear-cut examples of the HLH and the HLHL 

tonal patterns, there are a number of other examples involving a down­

stepped high tone (marked here as 'H) which could be interpreted as 

counter-examples to the proposed HLH constraint because the surface down­

stepped high tone could have been derived from an underlying or historical 

HLH or HLHL melody. This argument is elaborated on in section 6. 

A second possible source for the sequence of H'H is suggested by the 

morpheme voonu 'last year' because this form is rendered in my tran­

scriptions as voonu with a long initial syllable. Spears [1967J has 

pointed out for Mende a rather common west African rule, called LOW RAISING 

by Hyman and Schuh [1974J which raises a low tone between two high tones 

to a downstepped high tone, e. g. voonu -+ v60nu and gbue f -+ gbuef 
'yesterday' • 

3.3. Formal gaps. The prediction of formal gaps is a consequence of the 

form of the suprasegmental theory of tone representation. Specifically, 

formal gaps result from the condition that a given melody can be mapped 

onto a sequence of tone-bearing segments in only one way. Thus the claim 

that a language has only five possible suprasegmental tone me~odies pre­

dicts that Mende monosyllabic morphemes will exhibit only five tonal 

patterns, that 11ende disyllabic morphemes will exhibit only five tonal 

patterns and so on. The form of a particular pattern is a consequence of 

the particular melody it represents and the proposed mapping rules. 



Patterns i and j of (2a) are formal gaps in Mende because they 

cannot be derived from the patterns HL and LH from the existing tone 

mapping rules. While it is possible to redefine the tone mapping rules 

in order to incorporate i and j, this redefinition of the mapping 

rules would automatically render tone patterns c and a of (2a) as for­

mal gaps. This is, after all, the intent of the suprasegmental melodic 

theory. 

The coexistence of two competing sets of tone patterns, in Mende 

either c and i or a and j, would contradict the predictions of a supra­

segmental tone theory and force the conclusion that Mende is not 

amenable to this analysis. The following list of morphemes representing 

both c and i and a and j tonal types, based on Spears [1967J, provides 

the apparent counterexamples to the claim that Mende is a suprasegmental 

tone language. 

(7) pattern illustrated by c 

ka I ~ 
ng f I a 
ngama 
kU51 
mbela 
kpulo 
kpowo 

felama 
" , wooma 

m611mo 
kuhama 
k5ba1.i 
hf)na 

'hoe' 
'dog' 
'eye' 
'cushion' 
'father, 'brother-in-law' 
'bird (sp)' 
'shout' 

, junction' 
'back' 
'Muslim' 
'far away' 
'northern rice' 
'that is so' 

pattern illustrated by d 

bond6 'okra' 
naVQ 'money' 
gbE:hE 'bench' 
bete 'plasas' 
buba 'dashiki' 

ndE:nd£ I f 'shade' 
ndavula 'sling' 
bees: 'pig' 

pattern illustrated by i 

k6nyo 
hokpo 
mbembe 
nahi 
poko 
t5kpla 
ng6ngo 

5ewulo 
k5k61~ 
ge6gba 
5fmb fn 

" , wuama 
kp6l)gb5n) 
5 (ment 1 
1551u 
" , naanl 

'friend' 
'navel' 
'circle' 
'so that' 
'imitate' 
'anus' 
'tooth' 

'rodent (sp)' 
'seek' 
'absolutely nothing' 
'spider' 
'faint' 
'palsy' 
'cement' 
'five' 
'four' 

pattern illustrated by j 

nha 'cow' 
pale 'path' 
ka II 'snake' 
kp)t'i 'grass' 
maha ' chief' 

lalama 'praying mantis' 
faale a name 
kolobe 'none' 
las)mo 'amulet' 

Patterns i and j of (2a) are formal gaps in Mende because they 

cannot be derived from the patterns HL and LH from the existing tone 

mapping rules. While it is possible to redefine the tone mapping rules 

in order to incorporate i and j, this redefinition of the mapping 

rules would automatically render tone patterns c and d of (2a) as for­

mal gaps. This is, after all, the intent of the suprasegmental melodic 

theory. 

The coexistence of two competing sets of tone patterns, in Mende 

either c and i or d and j, would contradict the predictions of a supra­

segmental tone theory and force the conclusion that Mende is not 

amenable to this analysis. The following list of morphemes representing 

both c and i and d and j tonal types, based on Spears [1967J, provides 

the apparent counterexamples to the claim that Mende is a suprasegmental 

tone language. 

(7) pattern illustrated by c pattern illustrated by i 

ka I) 'hoe' k:Sny:, 'friend' 
ngf la 'dog' hokpe 'navel' 
ngama 'eye' mbembe 'circle' 
kus) 'cushion' nahi 'so that' 
mbela 'father, 'brother-in-law' poke 'imitate' 
kpul~ 'bird (sp) , t:Skpla 'anus' 
kpowo 'shout' ng:Sng:, 'tooth' 

felama 'junction' sewulo 'rodent (sp) , 
wooma 'back' k:S k:S I ) 'seek' 
m:S I ) m~ 'Muslim' geOgbe 'absolutely nothing' 
kuhama 'far away' 5 fmb fn 'spider' 
k:5baa 'northern rice' wuama 'faint' 
hf)na 'that is so' kp:S I)g b:5 n) 'palsy' 

5 rment 1 'cement' 
1:S:5lu 'five' 
" , 'four' naanl 

pattern illustrated by d pattern illustrated by j 

b~nd;) 'okra' n) ka 'cow' 
navo 'money' pele 'path' 
gb£ht 'bench' ka 11 'snake' 
bete 'plasas' kp)tl 'grass' 
buba 'dashiki' maha 'chief' 

ndendE I r 'shade' lelema 'praying mantis' 
ndavula 'sling' faale a name 
beesi 'pig' kolobe 'none' 

laslm6 'amulet' 



The underlying representations of the disyllabic patterns d and j 

in (7) above are considered by Leben to all represent pattern d, e.g. 

LH and their different surface alternations are considered to be 

governed by a diacritic feature. 

3.4. Possible suprasegmental explanations of the counterexamples. The 

data presented thus far have been termed "apparent counterexamples", be­

cause there are a number of arguments which could be used to resolve the 

contraditions. These include (1) faulty transcriptions, (2) morphologi­

cal complexity, (3) borrowing, and (4) statistics. 

3.4.1. Reanalysis. Leben bas noted that words baving a segmental tone 

pattern of the type LH H, e.g. besf 'swine', cannot be transcribed by 

the existing tonal rules, which would predict *besf. However, the 

problem can be remedied if the initial vowel is treated as long, beesf 
The LH tone melodies will be correctly mapped on to the segmental tone­

bearing segments. To this Leben [1973:85J remarks, "It is not clear 

whether these vowels are phonetically short." Here Leben is referring to 

the fact that the rising tone of this morpheme is transcribed by Spears 

with two vowels but that this fact does not indicate that the rising tone 

is necessarily long. My own transcriptions show these rising tones to 

be long. This problem was also encountered in section 3.1. However, 

contesting the length of the vowel in these examples automatically weakens 

the claim of shortness in morphemes such as mbaa. 
3.4.2. Morphological complexity. To be sure, many of the examples found 

in the Mende lexicon are morphologically complex, though Spears [1967J 

17) 

made every effort to identifY entries which were obviously morphologically 

complex, so that the remaining examples, if they are morphologically com­

plex, are not completely convincing. For example, the word sewulo 'cut­

ting grass' (a rodent resembling a groundhog) represents a possible example 

of a morphologically complex word. While a convincing meaning cannot be 

identified for se wulo might be identified as the morpheme 'little'. 

In support of this analysis is the observation that the tone pattern of 

this word is what would be anticipated were it a normal compound, e.g. 

s9+wulo .... sewulo (in this paper, the two boundary symbols + and are 

The underlying representations of the disyllabic patterns d and j 

in (7) above are considered by Leben to all represent pattern d, e.g. 

LH and their different surface alternations are considered to be 

governed by a diacritic feature. 

3.4. Possible suprasegmental explanations of the counterexamples. The 

data presented thus far have been termed "apparent counterexamples", be­

cause there are a number of arguments which could be used to resolve the 

contraditions. These include (1) faulty transcriptions, (2) morphologi­

cal complexity, (3) borrowing, and (4) statistics. 

3.4.1. Reanalysis. Leben has noted that words having a segmental tone 

pattern of the type LH H, e.g. besf 'swine', cannot be transcribed by 

the existing tonal rules, which would predict *besf. However, the 

problem can be remedied if the initial vowel is treated as long, beesf 
The LH tone melodies will be correctly mapped on to the segmental tone­

bearing segments. To this Leben [1973:85J remarks, "It is not clear 

whether these vowels are phonetically short." Here Leben is referring to 

the fact that the rising tone of this morpheme is transcribed by Spears 

with two vowels but that this fact does not indicate that the rising tone 

is necessarily long. My own transcriptions show these rising tones to 

be long. This problem was also encountered in section 3.1. However, 

contesting the length of the vowel in these examples automatically weakens 

the claim of shortness in morphemes such as mbaa. 
3.4.2. Morphological complexity. To be sure, many of the examples found 

in the Mende lexicon are morphologically complex, though Spears [1967J 

17) 

made every effort to identify entries which were obviously morphologically 

complex, so that the remaining examples, if they are morphologically com­

plex, are not completely convincing. For example, the word sewulo 'cut­

ting grass' (a rodent resembling a groundhog) represents a possible example 

of a morphologically complex word. While a convincing meaning cannot be 

identified for se wUlo might be identified as the morpheme 'little'. 

In support of this analysis is the observation that the tone pattern of 

this word is what would be anticipated were it a normal compound, e.g. 

se+wu I is .... sewu I<=>( in this paper, the two boundary symbols + and are 



176 

used to mark compound divisions and affixes respectively). However, 

until convincing meanings can be established for each element of the 

compound, and the resultant meaning of the compound shown to be deri va­

ble from the individual constituent meanings, the tone patterns dis­

played by sewulo and the like must be considered legitimate examples 

which must be reckoned with by any empirical based theory of tone. 

A word such as kp~Qgb~n) 'palsy' is also suspiciously complex, 

although I have been unable to identify any of the possible constituent 

morphemes. If we consider this word to be entered into the lexicon as 

morphologically complex, i.e. kp~Qgb~-n), then it is possible to ex­

plain why this particular example is an exception to the predictions 

made by the suprasegmental hypothesis. Yet allowing any apparent counter­

example to the suprasegmental hypothesis to be broken into smaller 

tonally acceptable constituents without the supportive evidence to suggest 

that these constituents are morphemes can only serve to weaken the supra­

segmental position even further for it will no longer be possible to pro­

vide counterexamples to the theory which cannot be explained away through 

ad hoc morphologizing. 

A related problem concerns reduplicated (or apparently reduplicated) 

morphemes such as ng~ngo 'tooth'. Leben analyzes these as compounds, 

e.g. ng~+ng6 ~ ng~+ngo. This analysis presents two problems. First, 

if this word is a true compound composed of two occurrences of the mor­

pheme ng~, then the second occurrence of the morpheme ng ought to be-

gin with a weak consonant, e.g. *ng~wo Secondly, morphemes referring 

to body parts do not undergo tonal changes when in compounds. 

Historically, the development of a H HL disyllabic tone pattern 

appears to have been the result of the loss of a final vowel of a tri­

syllabic word, e.g. H H L,~ H HL ¢. The body parts 'tooth' ~d 'nose', 

transcribed by Spears as ng~ngo or 

are transcribed by Innes as ng6ng6u 

sent a slightly different dialect). 

ng~ng~l) and hokpo respectively, 

and h6kpou (and apparently repre­

If indeed these H HL patterns repre-

sent reduced trisyllabic words, then the reduplication analysis is dia­

chronically incorrect and in view of the other synchronic objections 

which have been raised against the analysis of these words as reduplicants, 

this analysis appears to be equally incorrect synchronically. 
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It will be recalled that the original intent of the reduplicative 

analysis of these words was to explain the occurrence of a tone pattern 

H HL which the suprasegmental hypothesis expressly excluded, and given 

that the reduplicative analysis is incorrect, then either a new explana­

tion will have to be sought or the suprasegmental hypothesis abandoned. 

For example, the suprasegmental hypothesis could be maintained if the 

above examples were analyzed according to the supposed diachronic devel­

opment, e.g. ng6ng6-u, except that the deleted vowel is represented 

lexically as a floating low tone, e.g. ng6ng6-~ in the suprasegmental 

notation. A rule could be written which would assign a floating low 

tone to the preceding syllable and as such would provide an explanation 

why H HL surface tonal patterns are not true exceptions to the claims of 

the suprasegmental hypothesis. 

The objections to the proposed analysis parallel those of the one 

based on reduplication: there is virtually no synchronic evidence in the 

dialect described by Spears to warrant words such as ng6ngS as being 

morphologically complex. As mentioned above, this sort of morphologizing 

can serve only to weaken the suprasegmental claim, for as it permits the 

explaining away of any complex non-conforming tonal pattern, it looses 

its ability to explain why other non-conforming tonal patterns such as 

*H LH do not occur. Secondly, such an analysis must explain why other 

observed complex tonal patterns should not also be analyzed in this way, 

such as L HL being derived from L H-L and LHL being derived from LH-L, 

and for that matter ultimately from L-H-L. Because this alternative 

analysis presents more problems than it solves, it, too, must be abandoned 

leaving the suprasegmental hypothesis at a loss to explain certain complex 

tonal patterns that it predicts ought not to occur. Furthermore, if 

applied with equal rigor to all morphemes of three or more syllables, this 

extremely powerful and virtually unchecked type of morphologizing would 

eliminate practically all of the morphemes of three syllables in length 

or more (other than obvious borrowings) from consideration and reduce the 

number of trisyllabic and quadrasyllabic morphemes to such point that their 

tonal patterns, whatever they were, would be statistically insignificant. 

Thus, the impact of this kind of morphologizing is to reduce the domain 

of the suprasegmental melodies to monosyllabic and disyllabic morphemes, 
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principally those found in Proto Southwestern Mande. This Leben is 

willing to do: 

"The corresponding prediction involving the pattern LH applied 
to words of three syllables is problematic since Innes [1969J 
gives a number of instances of words with the prohibited contour 
and I have been unable to find an adequate way of analyzing these." 
[Leben 1963:67J 

The elimination of morphemes of more than two syllables reduces the 

predictive power of the suprasegmental claim severely, for the number of 

tonal combinations of Hand L in one and two syllabled words ~s con­

siderably less than that of a system also containing morphemes of three 

and four syllables and therefore much less distinct from the predictions 

of the alternative claim. 

3.4.3. Borrowing. Although many of the tonal counterexamples to the 

suprasegmental theory can be dismissed through a plea to morphological 

complexity, this is not possible with borrowings. Borrowings such as 

s(ment) 'cement' would not be treated as morphologically complex (even 

if they were) by the borrowing language. Yet, this morpheme cannot be 

assigned a tonal pattern by the existing mapping rules'. To change the 

existing rules to permit HHL morphemes would as argued above automatically 

exclude certain morphemes with a HLL tone pattern. Thus, the tonal 

patterns displayed by borrowings, which parallel those of non-borrowings, 

provide incontrovertible evidence that the tonal patterns of Mende cannot 

be accomodated by only five underlying tonal melodies. 

While it is tempting to preserve the suprasegmental claim by weaken­

ing it slightly by proposing that borrowings belong to a special class and 

are subject to different rules, such proposals are extremely unrevealing. 

For example, one might propose that these morphemes, because they are 

borrowings involve a different tonal mapping rule, possibly related to 

penultimate stress such that for English borrowings, high tones are 

assigned from left to right up to and including the penultimate syllable 

and a low tone is assigned to the ultimate. This rule seems applicable to 

a number of morphemes, (8a), but clear counterexamples also exist as well, 

(8b) . 
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(8) a. kopa 'penny' sfmEnti 'cement' plafmfnfsa 'prime minister' 

b. 

pEnsu 'pencil' h::>spftu 'hospital' 

lambu 'lamp' 

k~f f , coffee' 

m)k) 'milk' 

sUku 

" , malsl 'match' 

The absence of a consistent pattern among English, or other borrowings 

for that matter, makes the argument about borrowings belonging to a 

special class untenable. 

3.4.4. A statistical argument. It is also possible to weaken the claim, 

as Leben is prepared to do [personal communication], that while the 

melodic hypothesis does no"; apply to 100% of the lexicon, it does account 

for roughly 90% of the Mende basic vocabulary and therefore the supra­

segmental claim ought to have some validity. 

In response to this, a number of comments are worth making. First, 

the 90% figure relates to the basic vocabularly only, reflecting what I 

claim in section 6 to be an historical fact. Were the entire lexicon to 

be included in the pattern/frequency count, the patterns described by the 

suprasegmental melodies would constitute a much lower percentage. 

Secondly, and more importantly, this 90% claim is considerably weaker 

than the original claim since it is now impossible to provide counter 

examples to the proposal; it is only possible to quibble about the per­

centage of entries which fall within the melodic claim. 

Thirdly, originally Leben established a dichotomy between segmental 

languages (those which do not have a suprasegmental melodic component) 

and suprasegmental languages (those which dO). Now there appear to be 

languages which are only partly suprasegmental, having some lexidal entries 

with suprasegmental tone and some lexical entries with segmental tone. 

Finally, it is now unclear how this weakened suprasegmental melodic 

claim differs from the alternative tension-based claim, since both 

hypotheses assert that the tonal patterns in Mende are diverse. What 

does the melodic claim now reveal about the nature of Mende tone that the 

non-melodic claim does not? This issue will be taken up in section 7. 
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4. Implications of the Counterexamples 

On the basis of the data presented in tllis sec:tion, a number of im­

portant conclusions can be drawn. First, it has been shown that the 

constraint against HLH melodies in Mende is false. Since the issue con­

cerns the correctness of a constraint, it would hardly appear to be a 

serious criticism of the suprasegmental position, yet, upon further 

examination this is not the case. 

First, the elimination of the constraint against HLH melodies 

creates a new problem for the suprasegmental position, for now there is 

no reason why a HLH melody cannot be mapped onto a morpheme of one 

syllable, yet there are no uncontested examples of any monosyllabic 

morphemes with more than two tones. From a suprasegmental standpoint, 

the lack of such examples, as well as the parallel lack of monosyllabic 

morphemes with a LHL melody, cannot be explained. 

A second problem caused by the elimination of the constraint against 

the HLH melody arises from the fact that the *HLH constraint is the only 

substantial suprasegmental gap that could be found in Mende. Thus the 

loss of this constraint virtually eliminates the ability of the supra­

segmental theory to make any true, relevant statements of structural 

tonological gaps in Mende. While it might be possible to make a claim 

against a LHLH or a HLHLHL melody, the theory would be competing with a 

segmental theory in explaining why four to six tones could not appear on 

a single tone-bearing unit for mono- and disyllables on one hand and 

would take advantage of the paucity of morphemes of three or more sylla­

bles to explain gaps on the other. The fact that the theory can make no 

unique claims of structural gaps does not destroy that theory, but it 

does considerably weaken its descriptive value. 

A second criticism of the theory concerns what I believe to be the 

false prediction of three tones occurring on a single tone-bearing segment. 

While the existence of such a tone pattern would constitute a very strong 

supportive argumellt in favor of the suprasegmental position, the lack of 

such a tone pattern likewise weakens this position for now it is at a loss 

to explain this gap as anything but an accident unless it puts forward 

an additional constraint against more than two different tones being 

assigned to the same syllable thus incorporating the essence of the non-
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melodic alternative. Were this to be done, two things would happen. 

First, the number of unique predictions of the melodic hypothesis would 

be reduced. Second, the melodic theory would have to become more complex 

and less distinct from the competing alternative model. 

The final and most crucial criticism, however, concerns the formal 

gaps predicted by the suprasegmental theory. The theory was constructed 

in order to make the co-occurrence of certain tonal patterns such as HHH 

and HLL impossible (because only one of these segmental patterns can be 

derived from an underlying melody in a given language). The existence of 

both patterns in Mende is clear indication that the formalism of the 

suprasegmental theory excludes Mende as a suprasegmental tone language. 

Clearly from this evidence, the claim that Mende is a language with 

five underlying melodies is unsubstantiated, and an alternative explana­

tion to Mende tonal phenomena must be sought. In the next section, those 

aspects of Mende tone which are thought to be synchronically relevant are 

presented from a segmental point of view. The following section provides 

a diachronic explanation for those facts which are not considered to syn­

chronically relevant. 

5. The Tension Hypothesis and the Data 

In this section, the predictions of the tension hypothesis are com­

pared with the data. As pointed out in section 2.2, this hypothesis pre­

dicts four monosyllabic tone patterns, sixty-four trisyllabic tone patterns, 

etc. 

5.1. Monosyllabic tone patterns. The tension hypothesis predicts four 

and only four monosyllabic tone patterns, specifically those given in (3a). 

Mende displays precisely these four monosyllabic tone patterns, (9). See 

section 3.1 for arguments against a possible fifth monosyllabic tone pattern. 

(9) H nda 'mouth' 

L kpa 'debt' 

HL mbu 'owl' 

LH mba 'rice' 

While the complex tones of this series rarely appear on the surface as 

complex, reflecting a Mende constraint against surface-level complex tones, 
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both analyses agree that these complex tones do exist in these under­

lying representation. The basis for this claim is that these complex 

tones exhibit phonological alternations, which are given in (lOa) with 

examples given in (lOb). 

(10) a. 1) utterance finally (before #) 

2) before a low-toned segment (before L) 

3) before a high-toned segment (before H) 

b. underlying surface surface surface 
representation before # before L before H 

H nda nda nda-fe Ie nd€:-i 
'mouth' 'two mouths' 'the mouth' 

L kpa kpa kpa-fele kpe:-I' 
'debt' 'two debts' 'the debt' 

HL mbu mbO mbu-fele mbu-l' 
'owl' 'two owls' 'the owl' 

LH nja nja nja-fele njE-l' 
'water' 'two rivers' 'the water' 

5.2. Dis;y:llabic tone patterns. The non-melodic hypothesis predicts that 

if four tone patterns are possible on morphemes of one syllable, then 

sixteen tone patterns will occur on disyllabic morphemes. These patterns 

are given in (11), those which have been attested are circled. 

(ll ) 1st syl 2nd syl H L H1 LH 

H GJD ~ (H HL) H LH 

L <IE> G'_L) \L HL) (L LH) 
HL HL H HL L HL HL HL LH , - - - - - - - - - - - - - - "'i 
LH LH H LH L LH HL LH LH 

Clearly, there is a discrepancy between the observed and predicted tonal 

patterns. If a segmental analysis is to have any validity, it ought to 

provide a convincing explanation of these gaps. In the following analysis, 

these gaps are shown to be a consequence of two independent factors: (1) 

the uniqueness of the rising tone and (2) gaps ·caused by non-alternating 

complex tones. Temporarily setting aside the problem of the distribution 

of morphemes involving rising tones, let us turn our attention to the 

apparent lack of non-final falling tones. These tones have not been 

observed because were they to exist either underlyingly or historically, 
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they would be modified by the proposed tonal rules. Since these falling 

tones are in a non-final position, their environment is fixed and al ter­

nation is impossible. Were the following falling tones HL H, HL L, and 

HL HL to function like morpheme-final falling tones, their surface man­

ifestation would be as follows: HL H would appear on the surface as 

H 'H; HL L would be indistinguishable from HI.; HL HL would appear on the 

surface as H 'HL. 

Words with these surface patterns do exist as evidenced by the mor­

phemes t ato 'start' and g6n~;" 'cat', providing evidence of more tonal 

patterns than those given in (11). With the addition of these entries, 

the 3x3 inner matrix of (11) is completed as shown in (12) . 

(12) 1st sfl 2nd syl H L HL 

H ngulu ngi I a ng6ng5 
'tree' 'dog' 'tooth' 

L navo belE ngete 
'money' 'trousers' 'pestle' 

HL tato (same as gOI1£ 
'start' H L) 'cat' 

Therefore, with the exception of the rising tone, which is severely 

limited in its distribution, the n~~ber of disyllabic tonal patterns is a 

function of the number of possible syllabic tonal types (3) and the number 

of syllables. 

5.3. Trisyllabic tonal patterns. Again setting aside the short-rising 

tone, a segmental analysis when applied to trisyllabic morphemes, would 

predict 33 or 27 tonal types, save for six redundancies, listed in (13d), 

caused by the nature of the falling tone. However, because of the limited 

number of trisyllabic morphemes in the language, which are not apparent 

reduplicated morphemes or morphologically complex (possible compounds), it 

is difficult to find clear manifestations of each of these tonal patterns. 

Nevertheless, the search for trisyllabic tone patterns revealed that in 

addition to the five trisyllabic tonal patterns predicted by the supra­

segmental theory, (13a), Mende has seven additional trisyllabic tonal 

patterns, (13b), which are not predicted by the suprasegmental tone theory 

but which are predicted by the segmental theory. Despite the nine un­

attested patterns, (13c), which must be viewed as accidental gaps, the 
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observed data is clearly more in line with the predictions of the seg­

mental theory than with the supras<;grnental theory. 

(13) a. predieted by both the segmente.l and suprasegmental theories 

H H H fonfnge 'young man' 

L L L g~m2>n 'slothful' 

H L L felema 'juIlction' 

L H H ndende I r 'shade' 

L H L faka II 'pawpaw' 

b. predicted by the segmental but not by the suprasegmental theory 

Il L lJ I anSillla proper name ( structural gap in ss theory) 

H L HL k6nugu 'centipede' (structural gap in ss theory) 

H HL H rna i 51 'matches' ( structural gap in ss theory) 

L ilL Il maatO' 'add to' ( structural gap in ss theory) 

L L Il las)m;> 'amulet' ( formal gap in ss theory) 

H Il L sfmbitl 'spider' ( formal gap in ss theory) 

L L HL n2:>rr2> I i 'statuette (sp) , (formal gap in ss theory) 

c. predicted by the segmental but not the suprasegmental theory 

L Il ilL does not occur L ilL HL does not occur 

HL Il H does not occur HL H L does not occur 

HL H HL does not occur HL ilL H does not occur 

HL HL HL does not occur H H HL does not occur 

H HL iiL does not occur 

d. redundant tone patterns 

H HL L same as H H L 

L HL L same as L H L 

HL HL L same as HL H L 

HL L H same as H L H 

ilL L L same as H L L 

HL L HL same as H L HL 

5.4. The distribution of the rising tone. From the data presented so far, 

it is clear that the distribution of the polarized (rising tone) is non­

random. As originally pointed out by Spears [1967J this tone is always 
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preceded by a low tone, a fact which the segmental theory has failed to 

capture. There is a reason for this, although it is not synchronically 

relevant. In the next section, the peculiar distribution of the polar­

ized tone is seen to be a simple consequence of the historical evolution 

of Western Mande. 

6. The Historical Evolution of Southwestern Mande (SWM) Tone Classes 

6.1. Tone classes. The tonal patterns described by Leben's five tona.l 

melodies account for at least 90% of the modern Mende morphemes, and 

probably 98% of Proto Southwestern Mande, a fact which demands an explana­

tion. However, in order to facilitate the discussion, I would like to re­

classify the Mende tonal patterns given in (2) into the following tonal 

types: 
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(14) Tone Type Monosyllable Disyllable % of basic vocabulary 

1 H nda 'mouth' 

2 

3 

4 

5 

6 

7 

8 

9 

10 

LH mba 'rice' 

- HI, ~b-u 'owl' -

H H ngulu 'tree' 39 

L LH n)ka 'cow' 41 

L HL -nglt& -'pe;tie' - - - - - 5 

H L kal) 'hoe' 3 
-bfl f -, tr;u;eis j" - - - - 2-

L H nave 'money' 

H HL hekpa 'navel' 

HL H tat b' ' start' 

HL HL gone' , cat' 

H H L naan) 'four' 

3 

3 

o 
o 
2 

2% unidentified 

(At this stage in the discussion, the hacek found over type-two words is to 

be interpreted as a diacritic used to mark "polarized" tones. See text for 

details. Section 7 argues that this tone has an underlying short-rising 

tone.) The numbering of these tonal classes is not arbitrary; it represents 

their order of appearance in Mende. Tone classes 6 through 9 include the 

most recent additions to Mende; they show no consistant cognates with other 

SWM languages, even the near dialects, Bandi and Loko. 

The remaining tone classes are more frequent than the others, comprising 

the bulk of the basic vocabulary of Mende and demonstrating a consistent 
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the bulk of the basic vocabulary of Mende and demonstrating a consistent 
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phonological correspondence in all the SWM languages. Therefore, thf'sf' 

tone classes most likely comprised the t.Onf~ pattprns of Prot.o SWM. Ex-

amples of these correspondence's are givpn in (15) below: 

(15 ) Mende Kpelle & 
Tone Pattern Proto SWM I;!ende Loko Bandi Lama Gloss 

1 H la nda noa nda dda 'mouth' 

H H yulu ngulu ngulu ngulu ggulu 'tree' 

2 LH ~a mba mba mba bba 'rice' 

L LH nTnka p n) ka nha nha nha 'cow' 
nTf)a KP 

3 HL bu mbu mbu mbu bbu 'owl' 

L HL y~n!e p ngete ngete ngete ggete 'pestle' 
yene KP 

4 H L ka I) kal) kal1 ka If ka I) 'hoe' 

') L H bE: IE: bele bE:le b£lE: ? 'trousers' 

6.2. Class 5 morphemes. Welmers [1961J clearly demonstrated that class 

5 nouns in Kpelle represent borrowings. His arguments cite both (1) 

phonological idiosyncracies (unlike classes 1 through 4, a large per­

centage of class') morphemes have non-mutating initial consonants) and 

(2) syntacLicidiosyncracies (all class,) morphemes are nouns). But 

class 5 nouns appear in all of the modern S~1 languages, and what is 

more, they show the same medial consonant correspondence as do the first 

four noun classes, namely a Central SWM prenasalized medial consonant 

corresponding to a Kpelle medial nasal as shown in (16). 

(16) Gloss Mende Kpelle 

'trousers' bE: IE: b£rE: 
'hat' bolo bolo 
'chisel' tondo tono 
'Sande' sande Sanef) 

Morphemes more recently borrowed do not show this medial consonant devel­

opment, e.g. Me lambo, KP lampu 'lamp'. Furthermore, the arguments 

used by Welmers for Kpelle can be extended to include the Central SWM 

languages with the conclusion that class 5 nouns as a type were present 

in Proto-SWM, but represent the most recently acquired tonal class. This 
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hypothesis explains why this class is present in all of the SWM languages 

and why this class displays a mediel consonant development which is con­

sistent with the first four noun classes. 

The lack of cognates between S~l class 5 nouns and Northern Mande 

nouns further suggests that this tonal class was acquired by Pre-Proto 

SWM after it separated from Northern-Western Mande. And if the nouns of 

class 5 are Pre-Proto S~l borrowings, then a number of the peculiar 

characteristics of this class become understandable, such as (1) why this 

class contains such a small percentage of the number of common S~l nouns, 

(because they are borrowings), (2) why only nouns belong to this cla.ss 

(borrowed words are always nouns) and (3) why words in this class begin 

with a stressed low tone (perhaps because they represent a new morpho­

logical class acquired through borrowing). It is also possible that since 

the establishment of class 5 nouns in Pre-proto-SWM that additional mem­

bers of this class have been subsequently acquired through borrowing. 

6.3. The mid tone. At some time after its divergence from Proto 

Western Mande and prior to the acquisition of class 5 nouns, Pre-Proto-SWM 

had only four tonal classes. At that time, the mid and low tones were 

in complementary distribution: low tones occurred following high tones 

and mid tones occurred elsewhere. The lower allotone may well have been 

the result of downdrift. Whatever the explanation, Pre-Proto-SWM was a 

language with only two contrastive phonemic tones while Kpelle has three, 

(17). 

(17) Pre-Proto SWM Kpelle Mende 

Class 1 *(H)H (H)H (H)H 
2 *(L)L (M)M (L)LH 
3 *(L)HL (M)HL (L)HL 
4 * H L H L H L 
5 L L L L 

At some point between Pre-Proto-SWM and modern Kpelle a mid tone 

developed, e.g. *(L)L > (M)M and *(L)HL > (M)HL. When this developed is 

unclear although it is undoubtedly a response to the acquisition of class 

5 morphemes which have the same tonal pattern as class 2 morphemes. This 
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restructuring of central SWM of class 2 morphemes from 1L to 1 1H may 

represent a parallel response. 

6.4. Class 1 and 2 morphemes. Class 5 nouns are not the only tone 

class that fails to show any correlation with Northern Mande. In fact, 

all the cognates which have been established between these two sub­

branches on segmental grounds consistently belong to SWM tone classes 

1 and 2. Furthermore, their Northern Mande reflexes display the same 

consistent tonal patterns with similar but not identical tonal alterna­

tions. 

(18) Gloss 

'medicine' 

'tree' 

'rat' 

'root' 

'cow' 

, chief' 

'monkey' 

'chicken' 

'bird' 

Reconstructed Proto-SWM 

*sale (1) 

*wu I u (1) 

*ny f na (1) 

*sal)ke (1) 

*ninka (2) 

*mansa (2) 

*kula (2) 

-:}te.e (2) 

*yonT (2) 

Susu CHouis, 1963J 
, I 

serl 
, I 

wurl 

nyene 
s~ke 

nbe 
m~ga 

kula 

the 
, I 

x;)n I 

Furthermore, it has been observed that these two tonal classes represent 

the predominant tonal classes in Western Mande. They comprise 80% of the 

basic vocabulary in Mende for example. For these reasons, Proto Western 

Mande, the ancestor of Mende and Southwestern Mande, appears to have been 

a language of two tonal classes: 1 and 2. While Class 1 morphemes can 

be characterized as having all high tones, the characterization of class 

2 morphemes, because of its phonological alternation requires further 

discussion. 

6.5. Class 2 morphemes. The alternation of morphemes of this class 

takes one of two basic forms as represented by Bambara and Mende. In 

both languages, the final tone is H before a following 1 and L before a 

following H (hence the term polarized), but in Bambara, the tone is L 

utterance finally, while in Mende and the other central SWM langauges the 

tone is H utterance finally. 
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6.5. Class 2 morphemes. The alternation of morphemes of this class 

takes one of two basic forms as represented by Bambara and Mende. In 

both languages, the final tone is H before a following Land L before a 

following H (hence the term polarized), but in Bambara, the tone is L 

utterance finally, while in Mende and the other central SWM langauges the 

tone is H utterance finally. 



These surface forms are given in (19) below: 

(19) Bambara Mende 
disyllables monosyllables disyllables monosyllables 

Before H L L-H L-H L L-H L-H 

L L H-L LH-L L H-L H-L 

# L L# L # L H# H # 

Because polarization appears in each branch of Western Mande. there 

is good reason to suppose that polarization was a fact of Proto Western 

Mande. Furthermore, because both branches of Western Mande exhibit the 

Bambara type of alternation (Kpelle for SWM) there is good reason to be­

lieve that the Bambara type of alternation represented the type of alter­

nation found in Proto Western Mande class 2 morphemes. Therefore, the 

Mende type of alternation, found in all SWM languages but Kpelle, 

represents the innovative form. From this information Proto Western 

Mande appears to have been a "partially free pitch-accent system", to use 

McCawley's [1967J terminology, of two tonal types: type one morphemes 

(consisting of all high tones) and type two morphemes (consisting of a 

string of zero or more low tones followed by a morpheme-final polarizable 

tone). Furthermore, it is an important historical fact that throughout 

the course of its development into SWM, this polarized tone has maintained 

its unique association with tone class (2) despite the acquisition of new 

tone classes. It is these factors that account for the highly restricted 

distribution of the polarized tone in all the SWM languages: the polar­

ized tone appears (1) only morpheme finally and (2) only when preceded by 

a non-high tone. Thus, the highly restricted nature of the polarized 

tone has a very understandable historical explanation. 

6.6. Class 4 morphemes. Because class 4 nouns also have no cognates in 

Northern Mande, because of low percentages (3% of the basic Mende vocabu­

lary) of this class in Proto-SWM and because this tonal class shows no 

evidence of morphological complexity, this class, too, most likely con­

sists of borrowed morphemes. The source of these borrowings has not been 

established. 

6.7. Class 3 morphemes. Prior to the acquisition of class 4 nouns, the 

189 

These surface forms are given in (19) below: 

(19) Bambara 
disyllables monosyllables 

Before H L L-H L-H 

L L H-L LH-L 

# L L# L # 

Mende 
disyllables 

L L-H 

L H-L 

L H# 

monosyllables 

L-H 

H-L 

H # 

Because polarization appears in each branch of Western Mande. there 

is good reason to suppose that polarization was a fact of Proto Western 

Mande. Furthermore, because both branches of Western Mande exhibit the 

Bambara type of alternation (Kpelle for SWM) there is good reason to be­

lieve that the Bambara type of alternation represented the type of alter­

nation found in Proto Western Mande class 2 morphemes. Therefore, the 

Mende type of alternation, found in all SWM languages but Kpelle, 

represents the innovative form. From this information Proto Western 

Mande appears to have been a "partially free pitch-accent system", to use 

McCawley's [1967J terminology, of two tonal types: type one morphemes 

(consisting of all high tones) and type two morphemes (consisting of a 

string of zero or more low tones followed by a morpheme-final polarizable 

tone). Furthermore, it is an important historical fact that throughout 

the course of its development into SWM, this polarized tone has maintained 

its unique association with tone class (2) despite the acquisition of new 

tone classes. It is these factors that account for the highly restricted 

distribution of the polarized tone in all the SWM languages: the polar­

ized tone appears (1) only morpheme finally and (2) only when preceded by 

a non-high tone. Thus, the highly restricted nature of the polarized 

tone has a very understandable historical explanation. 

6.6. Class 4 morphemes. Because class 4 nouns also have no cognates in 

Northern Mande, because of low percentages (3% of the basic Mende vocabu­

lary) of this class in Proto-SWM and because this tonal class shows no 

evidence of morphological complexity, this class, too, most likely con­

sists of borrowed morphemes. The source of these borrowings has not been 

established. 

6.7. Class 3 morphemes. Prior to the acquisition of class 4 nouns, the 

189 



190 

tonal system of an earlier stage of Pre·-SWM contained only three tonal 

classes. Class 3 nouns also have no cognates with Northern Mande nouns, 

but in this case, their acquisition by SWM may not have been due ex­

clusively to borrowing. Class 3 nouns have the tonological appearance 

of nominal compounds which are composed of class 1 and/or class 2 mono­

syllabic constituents. 

The tonal rules of Proto-SWM and modern Kpelle are such that any 

compound composed of any combination of class 1 and 2 monosyllabic nouns 

would produce a class 3 tonal pattern as is illustrated in (20). 

(20) Class Proto-SWM Base Proto-SWM Surface 

(1·,1 ) L + H ... L + HL 
(1+2) H + L L + HL 
(2+1) L + H L + HL 
(2+2 ) L + L L + HL 

If class 3 nouns are fossilized compounds constructed from class 1 

and 2 nouns, then at this stage of development of Proto-Southwestern 

Mande, there are only two true tonal classes: class 1, (H)H, and class 

2 (L)L. This conclusion ties in very neatly with the observation that 

only SWM tonal classes 1 and 2 have cognates in Northern r4ande. 

An objection to the hypothesis that class 3 nouns are fossilized 

compounds is the lack of convincing morphological evidence to back it 

up. What evidence there is is suggestive, but not totally convincing. 

The Mende examples given in (21) suggest the possibility of being 

compounds although there is considerable inconsistency in the tones. 

(21 ) ndopo 'child' nde +po 'child' + ? 

nyaapo 'mistress' nyaha + po 'woman' ? 

hi Indo 'male' hi n + ndo 'male' 'child' 

ndaaya 'spittle' nda + ya 'mouth' 'water' 

ngeenda 'morning' ngele + nda 'sky' 'mouth' 

ngew;)~ 'God' nge Ie + W;) I;) 'sky' 'bigl 
, 

ndamba 'crocodile' nda + mba 'mouth' 'big2 ' 

ng~mbu 'fire' + ng2}1) + bu 'fire' 'under' 

nyaha 'woman' nya + ha 'my' ? 'female' 

n) kaha 'cow' n) ka + ha 'cow' 'female' 

njolaa 'potato leaf' njowQ + I awa 'potato' 'leaf' 
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Some of the class 3 nouns may not be true compounds but borrowings, 

but because they have the tonal configuration of a nominal compound, they 

represent an acceptable surface tonal pattern in Proto SWM and could, 

therefore, have been borrowed with that tonal pattern as a "pseudo" com­

pound. 

Whatever the explanation of the origin of class 3 nouns, they do not, 

as far as can be determined, hav2 cognates in any of the northern Mande 

languages and therefore must have been acquired since Northern-Hestern Hande 

split into Southwestern and Northern Mande. 

At the time of this split, then, there were two tone classes: class 

1, *(H)H, and class 2, *(1)1 (with the final polarizing tone). The de­

velopment of the third tonal class is closely linked to the tonal 

patterns of nominal compounds. Either the class 3 tonal patterns, 

(1)H1, represent fossilized compounds, or the tonal patterns of nominal 

compounds may have broken the constraint that morphemes are all high or 

all low, thereby paving the way for class 4 words, *H1, and class 5 words, 

*1L, with true low tones. The development of the five SWM tone classes 

from Proto-Northern-Western Man de is summarized in (22) below with the 

percentages of representation of the first 5 types in the Mende basic vo­

cabulary. 

(22) 

Early Pre-SWM 

3. *(1)H1 5 % 
I 

1ate Pre-SWM 

4. *H1 3% 
5. *1L 2% 

I 
Proto-SWM 

Proto-Northern-Western Mande 

1. *(H)H 39% 

2. *(1)1 41% PSWM *(M)M 

~ 
PSWM *(M)H1 

Proto-Northern Mande 

This analysis does not include the development of morphemes of more 

than two syllables for the reason that no consistant cognates either 

within SWM or between the two branches of Western Mande have been identified. 

Thus. it is reasonable to conclude that, tri syllabiC' morphemes la.rgely. :if 
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not completely, comprise borrowings, a fact supported by their relatively 

small numbers in these languages (4% in the basic vocabulary). 

Yet although the tonal patterns Leben claims for Modern Mende are 

incomplete, they appear to be a more accurate description of the tone 

patterns thought to exist in Proto SWM and seem to be a consequence of 

the break-down of a. suprasegmental tone system of the type classified by 

McCawley [1967J as a partially-free tone-accent system. And since Proto 

SWM accurately conforms to Leben's five melody hypothesis, it provides a 

test for the suprasegmental claim. If Proto SWM is on its way to being 

a true (segmental) tone language, then the descendants of Proto SWM such 

Mende would be expected to continue this trend and fill the structural 

and formal gaps predicted by the suprasegmental theory. On the other, 

if Proto SWM is a suprasegmental tone language, then the constraints 

ought to hold, and we should expect new acquisitions by Mende to "fit" 

into existing categories. In the next section, evidence is presented 

to test this hypothesis. 

From a historical point of view, the tone patterns of SWM appear to 

be the result of the breakdown of a two-toned partially-free pitch-

accent system. Proto-SWM appears to be a language which could be described 

by a five melody suprasegmental phonology of the type envisioned by 

Leben for Mende. This raises the question: Is the fact that the tonal 

patterns of Proto-SWM can be characterized by the five tonal melodies 

a significant synchronic tonal fact, or is it a vestage of the diachronic 

development of this language? If this is a synchronic fact, then it 

ought to have some significance, that is, it ought to act as a constraint 

against new tonal patterns appearing in the language. Thus, one would 

expect if this constraint were true, that new forms would have to adjust 

their tonal patterns to meet the demands of the constraint in the same 

way that most borrowings conform to the structural conditions of a lan­

guage. By this reasoning, accidental gaps would be filled, structural 

gaps would not be filled and formal gaps could not be filled without a 

total restructuring of the theory. Because Mende no longer reflects the 

limited tonal patterping of Proto-SWM, we must conclude either that con­

ditions predicted by a suprasegmental theory of phonology did not exist in 
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Proto-SWM, or that they did, but had very little effect on the future 

development of the language. At this time it is very difficult to under­

stand the meaning of an extant, albeit ineffectual, constraint as being 

significantly different from a claim that no constraint exists. 

7. Rule Evidence for the Melodic Hypothesis? 

The melodic hypothesis has been offered as an explanation of the 

tonal patterns of modern Mende. As such, it has offered a tonal typology 

for the world's tonal languages: those which are segmental and those 

which are also suprasegmental, i.e. those which have a premapping com­

ponent. If this scheme is designed only to account for the patterning 

of a language's tonal types, something which it does not do very con­

vincingly for Mende, it has very little merit. If, on the other hand, 

this classification offers new insights into the nature of Mende tone 

beyond that already discussed and beyond that of a non-melodic hypothesis, 

the utility of the melodic hypothesis would be substantiated. 

There are three areas in which the melodic hypothesis could make 

unique predictions concerning the tonal properties of' Mende: first, 

if there is a rule which can best be stated at a pre-mapping level; 

second, if there is a rule at the post-mapping level but which requires 

the tonal patterns generated by the mapping rules; third, if there are 

diachronic processes which can best be stated using a premapping rule. 

In this section, the melodic hypothesis is examined with respect to each 

of these areas. 

7.1. A premapping tone rule? A premapping tone rule, called "LOW SPREAD­

ING" by Leben [1973J, was tentatively put forward and subsequently re­

jected because of its failure to accurately predict the facts. Conse­

quently, as we shall see, the rule was demoted to a post-mapping rule. 
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The context in which the apparent melodic tone rule appears involves 

the common Western Mande phenomenon of polarization, mentioned in 6.4 above. 

Both the melodic and tension approaches agree that class 2 monosyllables 

are best analyzed having in the underlying segmental representation a 

short-rising tone, e.g. LH as in nja, with the melodic view making the 

additional claim that this segmental representation was derived from an 
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underlying rising, LH tonal melody via the tonal mapping rules given in 

(la) and (lb). With respect to the underlying segmental represent at· ion 

(post mapping) of class 2 disyllables, however, these two views do not 

agree: the tens ion vie-" proposing a L LH underlying segmental represen­

tation, e.g. pele 'path', and the melodic view claiming a L H segmental 

representation, e.g. pele 'path', following the mapping of a LH tonal 

melody on to the disyllabic morpheme. 

Each of these segmental representations follow logically from within 

the context of their respective theoretical views with the key point of 

difference being the differing interpretations of the concept 0.' distinc­

tiveness [Chomsky and Halle, 1965J. The concept states that segments 

having identical surface manifestations must have identical underlying 

representatiot's. Thus, if two segments show the same surface tonal al­

ternation, they must have the same underlying tonal representation. 

F:'om this standpoint, the tension-based argument is clear. If the 

final syllable of class 2 monosyllables exhibits a specific tonal alter­

nation and is analyzed as having rul underlying short-rising tone, then 

the final syllable of class 2 disyllables which exhibits the same type of 

alternation must also have a short-rising tone. Thus the underlying repre­

sentation of class 2 disyllables must be L LH. 

The melodic viewpoint also uses the distinctiveness argument to sup­

port its position, claiming that distinctiveness can also apply to tonal 

patterns prior to their being assigned to specific segments. From this 

perspective, if both monosyllabic and disyllabic morphemes display the 

same tonal alternation then they must have the same underlying melody. 

Because monosyllables have a rising suprasegmental tonal melody, disyl­

lables exhibiting the same tonal alternation must also have the same 

rising suprasegmental melody. Given this suprasegmental rising melody 

ruLJ. the tonal mapDing rules (la) and (lb) class 2 morphemes must have an 

underlying segmental tone pattern of L H. While it is possible to revise 

the suprasegmental mapping rules (la) and (lb) so that an underlying LH 

melody could be mapped onto a disyllabic morpheme to produce the same L LH 

segmental pattern claimed by the tension view, this revision cannot be 

done without destroying the simplicity of the mapping system. 
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Given these underlying representations, the task of the phonological 

rules is to eliminate the H of the L LH melody when it is followed by 

another H in the subsequent morpheme. Interestingly, Leben [1973J 

initially attempted to formulate this rule, called LOW SPREADING, but 

found that it would not work at this level. The argument runs as 

follows: 

(23) LOW SPREADING 

H -+ ¢ / L +H 

e.g.. UNDERLYING 

LOW SPREAD 

MAPPING 

SURFACE 

Gloss 

LHnika_Hi 

Lnika-Hi 

n I ka- i 

n I ke- i 

'the cow' 

Llln i ka 

(not applicable) 

n !kit 
n I ka 

'a cow' 

19) 

As a premapping rule, LOW SPREADING provides an explanation for the 

observation that polarization only occurs in morphemes with a surface (L)~ H 

tonal pattern since this group of words all have an underlying LH melody 

and it is to this melody that LOW SPREADING applies. 

However, as a premapping rule, LOW SPREADING makes an incorrect pre­

diction about the tonal alternations of tri-syllabic morphemes which are 

claimed to have a LH melody. According to this prediction, such morphemes, 

e.g. ndendfl f 'shadow', ought to have a definite singular tonal pattern 

in which the high tone has been displaced two syllables, i.e. ndendelf-f 

as the following derivation illustrates: 

(24) Underlying LHndende 1 i -¥ LHndende 1 i # 

LOW SPREADING LndEndE 1 i - ¥ 
MAPPING ndEnde 1 i-I ndEnde 1 1# 

Predicted surface *nd£nde 11- I ndende 1 1# 
Observed surface nd£ndell-I nd£nde 11# 

There is no evidence that a high tone is ever displaced more than 

one syllable in this context and in fact, no evidence that this rule can 

work at a premapping level, and consequently there is no evidence of a 

pre-mapping rule. 

Given these underlying representations, the task of the phonological 
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Lnika-Hi 

n I ka- i 

n I ke- i 

'the cow' 

Lllnika 

(not applicable) 

n I ka 
n I ka 

'a cow' 

19) 

As a premapping rule, LOW SPREADING provides an explanation for the 

observation that polarization only occurs in morphemes with a surface (L)~ H 

tonal pattern since this group of words all have an underlying LH melody 

and it is to this melody that LOW SPREADING applies. 

However, as a premapping rule, LOW SPREADING makes an incorrect pre­

diction about the tonal alternations of tri-syllabic morphemes which are 

claimed to have a LH melody. According to this prediction, such morphemes, 

e.g. nd£ndfl f 'shadow', ought to have a definite singular tonal pattern 

in which the high tone has been displaced two syllables, i.e. ndendelf-f 

as the following derivation illustrates: 

(24) Underlying LHndende 1 i -¥ LHndende 1 i # 

LOW SPREADING Lndende 1 i - ¥ 
MAPPING ndEndEli-f ndEnde 1 f # 

Predicted surface *ndEnd£ 11- f ndende 1 f # 

Observed surface ndEndelf-f ndEnde 1 f# 

There is no evidence that a high tone is ever displaced more than 

one syllable in this context and in fact, no evidence that this rule can 

work at a premapping level, and consequently there is no evidence of a 

pre-mapping rule. 
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7.2. LOW SPREADING as a post-mapping rule? Although LOW SPREADING 

has been demotej to a post-majJping rule, if correct, :it is still 

supporti ve of the melodic hypothesi s because i " requires the tonal 

patterns generated by the current mapping rule~ as inJoI~t. Yet even 

at the post-mapping level, the LOW SPREADING rule is less explanatory, 

more complex and inaccurate. The rule is less explanatory for it 

fails to explain why only morphemes wi th a (L) H tone pattern undergo 

polarization. To show the relative complexity and inaccuracy, the 

LOW SPREADING must be contrasted with a competing analysis, one based 

on phonological tension. 

7.2.1. A tension-based interpretation. The tension-based interpreta­

tion emphasizes the relationship between the number of distinct tones 

and the tone-bearing units of the phonological string. In section 2, 

the number of possible underlying tonal patterns was claimed to be a 

function of principle (4) which stated that underlyingly, no more than 

two different tones may be associated with a single tone-bearing segment. 

The surface tone patterns and alternations can be shown to be the con­

sequence of a parallel surface-level constraint: 

(25) At the surface level, only one tone may be associated with a 
single tone-bearing unit. The only exception is utterance 
finally where a falling tone may remain. 

The rules needed to derive this surface alternation function to 

resolve the contradiction between surface level and underlying con­

straints; that is, complex underlying tones have to undergo "tension 

releasing" processes. 

In the case of the polarized tone, these processes are as follows: 

(26) HIGH TONE ABSORPTION LH H L H 
,. \I I mbL-! LH .... L / H e.g . mba-I .... 

(27) LOW LOSS LH H 

'"' V mbl LH .... H e.g. mba .... 
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Interestingly, the falling tone undergoes a similar alternation and 

is subject to a parallel set of rules LOW TONE ABSORPTION and LOW LOSS: 

(28) LOW TONE ABSORPTION HL L H L 
,... mb~-ngA I f\ 
HL .... H / L e.g . .... mbu-ngaa 

(29) LOW LOSS HL'H H 'H 

1ft VI , I 
.... H (except finally) e.g . mbu-i -t mbu-i 

The parallel nature of these two sets of rules suggests a broader 

generalization: that these rules can be integrated to produce a simpler 

rule set and a neater generalization. These rules are ALPHA TONE AB-

SORPTION and SIMPLIFICATION: 

(30) ALPHA TONE ABSORPTION 

~ 
aH -aH , .... aH / -aH 

(31) SIMPLIFICATION 

L .... ¢ / f;-~ except finally } 

7.2.2. A comparison of the two analyses. The two analyses differ with 

respect to only one rule. This difference stems from a difference in 

the underlying representation of class 2 disyllabic words. It will be 

recalled that class 2 disyllabic morphemes are represented as cvcv by 

the melodic analysis and as cvcv by the tension analysis hypothesis. 

These differences of representation necessitate different rules. The 

alternation of class 2 disyllables cannot be handled by HIGH TONE AB­

SORPTION since the final syllable does not contain a complex tone. Con­

se~uently a new rule, LOW TONE SPREADING is re~uired: 

Interestingly, the falling tone undergoes a similar alternation and 
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(32) LOW SPREADING 

H .... L / L #H 

Each of' these rules produces a slightly different set of derivations, 

gi ven in (33): 

(33) Based on the Melodic Hypothesis 

a. underlying mba-f mbift# pe I e- f pele# 

LOW SPREADING mba-f pele-i 

SIMPLIFICATION mba# 

surface mb£-f mba pele-f pele 
gloss 'the rice' 'rice' 'the path' 'path' 

b. Based on the Non-melodic Hypothesis 

underlying mba-f mba# pele-f pel6# 
ABSORPTION mba-f pele-f 
SIMPLIFICATION mbM pele# 
surface mb£-i mba# pe le- r pele# 
gloss 'the rice' 'rice' 'the path' 'path' 

7.2.3. Criticisms of LOW SPREADING. While LOW SPREADING is a possible 

rule for either system, it is more complex from the perspective of the 

tension model. For to choose LOW SPREADING over HIGH TONE ABSORPTION 
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means, first, selecting a rule which does not conform to the surface 

constraint and second, to breaking the symmetry of the ALPHA TONE 

ABSORPTION rule. Thus, the selection of the optimal rule is a choice 

dependent upon the form of the underlying representation of disyllabic 

class 2 words Which, as we have seen, is in turn a consequence of the 

underlying assumptions about the nature of Mende tone. Inversely, the 

empirical adequacy of each rule is therefore a reflection of the ade­

quacy of the supporting hypothesis. In this regard, LOW SPREADING has 

some serious difficulties which further detract from the potential 

value of the melodic hypothesis. 

First, the melodic hypothesis makes wrong predictions. As the rule 

is now formulated, it predicts that some trisyllabic morphemes ought to 

undergo a tonal alternation: 

(34) L L H-H LOW SPR L L L-H 

H L H-H LOW SPR H L L-H 
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While morphemes of this type have been shown to exist in Mende (section 3) 

these morphemes do not alternate as predicted by the melodic hypothesis. 

While the lack of alternation on these forms can be explained by a rule­

blocking diacritic, such an ad hoc explanation competes poorly with that of 

the tension analysis which does not predict these aberrant alternations in 

the first place. Since these tonal patterns do not represent complex 

tones, the tension hypothesis does not predict a tonal alternation. 

Secondly, the LOW SPREADING rule fails to provide an explanation 

as to why disyllabic morphemes with an underlying L H tone pattern do 

not alternate. In addition to the disyllabic morphemes which display 

tonal polarization Mende (class 2) also has another set of disyllabic 

morphemes with a L H tonal pattern (class 6) which do not display tonal 

polarization. 

Both analyses agree that the underlying tonal representation of 

class 6 morphemes must be L H. This representation causes no difficul­

ties for the tension-based analysis because class 2 and class 6 are 
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ties for the tension-based analysis because class 2 and class 6 are 
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phonemic ally distinct (L LH and L H respectively). However, the melodic 

hypothesis does not represent these two types of morphemes as tonally 

distinct and consequently is forced to distinguish between these two 

tonal alternations using a diacritic feature. Because class 6 is 

numerically smaller than class 2, Leben [1973J has suggested that class 

6 morphemes be marked with the diacritic feature. 

Customarily diacritic features have been used to distinguish one 

class of morphemes from another which would otherwise have the same 

underlying representation but which display different surface realiza­

tions. The use of such diacritic features marks an "unnatural" period 

of development of a language such as borrowing. Thus the use of a 

diacritic feature in this case would suggest something such as the 

following: that all class 6 morphemes are borrowed while all class 2 

morphemes are not. While the evidence does show that all class 6 morphemes 

appear to be recent acquisitions, many class 2 morphemes also appear to 

be recent borrowings. This being so, the meaning of this diacritic 

feature is unclear. 

One of the indicators of a recent borrowing in Mende is the initial 

consonant. The comparative evidence, given in Dwyer [1974J, shows that 

recent Mende borrowings begin with one of the following consonants: b, 

d, g, gb, v,s, while native Mende morphemes do not. The fact that 

class 2 morphemes can be found which begin with one of the above conso­

nants, as given in (35) below, indicates that tone class 2 includes re­

cent borrowings and consequently that the proposed diacritic feature does 

not distinguish native words from borrowings. 

(35 ) native borrowed (polarized) borrowed (nonpolarized) 

pele LP 'path' vanja LP 'loincloth' b::>nd::> LH 'okra' 

kal i LP 'snake' bole LP 'clown' gbc hE: LH 'bench' 

sarna 'important 
person' 

And while an explanation other than borrowing might be found to explain the 

use of the proposed diacritic feature, no such explanation has been offered 

nor appears likely. But the diacritic feature analysis also suffers from a 

second major difficulty. Unlike natural segmental features, diacritio 
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features are suprasegmental (morpheme level) features which are mapped 

onto each segment in the morpheme. The intent behind this Chomsky and 

Halle [1968J formalism was not only to distinguish diacritic features 

from natural features, but to make it possible to generalize about a 

series of otherwise unrelatable events. For example, borrowings fre­

~uently fail to undergo a series of unrelated rules or fre~uently dis­

playa special set of word-forming properties. These facts which are 

ungeneralizable using natural segmental features can be shown to be re­

lated through the use of a single diacritic feature. Thus, one of the 

ways of arguing in support of the use of a particular diacritic feature 

is to show that its use relates at least two independent facts. 

The diacritic feature proposed for Mende to distinguish class 2 

and class 6 morphemes has the weakness that it does not relate any 

such facts, its usage is in the strictest sense of the term "ad hOC" 

for it only marks the exceptionality of type 6 morphemes with respect 
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to the polarization rule (LOW SPREADING). Many of the morphemes identified 

as borrowings on the basis of their initial consonant or their membership 

in tone class 6 (see above) are not exceptions to the other phonological 

rules in Mende such as FRONTING, CONSONANT MUTATION, and HIGH TONE COPYING 

(these rules are discussed in detail in Dwyer [1973J). In each of these 

cases, the question of whether a borrowing undergoes a rule or not can be 

answered by referring to the specific rule's structural description. Thus 

no independent evidence can be found to support the existence of the pro­

posed diacritic. 

7.2.4. Criticisms of the tension analysis. Despite what appear to be 

clear advantages of the tension analysis it has been subject to criticism, 

however. Part of Leben's reason for choosing a suprasegmental analysis 

instead of a tension based (rising-tone) analysis of polarization was due 

to four apparent weaknesses which he found in the segmental analysis which 

are summarized below (from Leben [1973:63J). 

(36) i. This argument ignored the fact that although regular phonological 
features were being employed •.. they were being employed dia­
critically, in the sense of Kiparsky [1968J. 

ii. That the distinction is used solely to permit the grammar to 

features are suprasegmental (morpheme level) features which are mapped 
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predict which nouns would and which nouns would not undergo 
tone deletion (i.e. ABSORPTION). 

iii. This analysis had no account of the fact that words like 
navo (LH) are extremely rare, while words like nika (LP) 
are common. 

iv. Finally, the analysis failed to observe that the abstract 
rising sequences posited for nouns like nika were always 
preceded in the same word by an L on the first syllable. 

If the tension analysis is correct, it ought to be able to provide an­

swers to each of the criticisms raised against it. 

Absolute neutralization is not to be confused with abstractness, a 

similar but quite distinct phenomenon. Whereas the principle of absolute 

neutralization argues against using a phonological feature for diacritic 

purposes, it does not claim that an underlying representation of a 

phoneme must be one of the observed surface level allophones. In this 

regard, the melodic hypothesis admits to an abstract representation of 

type 2 monosyllables for the underlying short-rising tone which appears 

on the surface as either a low tone or a high tone, but never a rising 

tone. Thus the issue is not that of abstractness but rather that of 

absolute neutralization. Furthermore, the use of an underlying short­

rising tone as part of monosyllabic or disyllabic morphemes does not vio­

late Kiparsky's condition of absolute neutralization. Kiparsky intro­

duced the condition to prevent the use of phonological features to set 

up "underlying distinctions for the sole purpose of classifying segments 

which do and those which do not meet the structural analysis of a rule" 

[Kiparsky, 1968:9J. Kiparsky gives the following example: 

(37) A.~ B / C 
D ~ C (everywhere) 

Kiparsky referred to a rule such as D ~ C as a case of "absolute neu­

tralization". His claim was that by eliminating absolute neutralization, 

it would be possible to eliminate the diacritic use of phonologi'cal fea­

tures. Kiparsky by no means implied that the use of phonological fea­

tures should not be used to describe what he called "contextual neutral­

ization", for this is the kind of neutralization which results in what is 

often called morphophonemic alternation. He cites several examples of 

contextual neutralization including the classic English wr i te wri "her I 
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and the German bunt bunde as examples warranting phonological rather 

than diacritic analyses. 

To contrast the tension analys.is proposed above, which does not 

make a diacritic use of a phonological feature, the following analysis, 

which does, is offered: 

(38) 1. Polarized tones a;'e high tones that appear on voiceless 
vowels, e.g. nlkA, nonpolarized tones are high tones that 
appear on voiced vowels, e.g. b~nd6. 

2. Low spreading applies only to high tones on voiceless vowels. 

3. After, which, all voiceless vowels become voiced. 

The objection raised in (36ii), which questioned the lack of indepen­

dent motivation for the rising tones, is also wrong, for the motivation 

of the underlying rising tone was well established for monosyllables 

[Dwyer, 1971J, a conclusion which both the melodic and tension-based 

analyses agree with. 

And, as was argued above (7.2) on the basis of the segmental view­

pOint and the concept of distinctiveness, that the postulation of a short­

rising tone on the second syllable of class 2 morphemes follows directly 

from the conclusion that the final syllable of monosyllables having a 

short-rising tone exhibits the same tonal alternation. 

The third criticism (36iii) argues that the grammar provides no 

account of the fact that morphemes of the type b~nd6 are extremely rare 

in Mende, even though they are segmentally simpler. While it is true 

that the tension-based analysis does not provide a synchronic explanation 

of this fact, it claims that this observation is not relevant to a syn­

chronic grammar. It was shown in (13) that class 6 words (b~nd6 , nave) 

all appear to be relatively recent borrowings, but it is not clear that 

this historical information could be gathered by a native speaker of 

Mende from the synchronic data at hand. And if it cannot, then how can 

this kind of information be included in a synchronic grammar of Mende? 

The fourth claim (36iv) that ABSORPTION analysis fails to explain 

why polarized tones are always preceded by low tones is correct. It is 

also true, as pointed out above, that the melodic hypothesis cannot ex­

plain this fact either. However, as argued above, this fact is of histor­

ical relevance only and would not be considered to be synchronically 

meaningful to a Mende speaker. 
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Although the segmental synchronic analysis would not attempt to 

include the kind of information raised in (36iii) and (36iv), its dia­

chronic counterpart would predict that on the basis of simplici t.y, 

more class 6 morphemes L H will be acquired through borrowing in the 

future than morphemes of the type L LH, thereby increasing the ratio 

of L H morphemes to L LH in the language. It would also predict that 

more morphemes like kpukpua will be acquired and that the apparent 

constraint against high tones preceding a polarized tone will be lost. 

7.3. Premapping diachronic rules? A third prediction that the melod­

ic hypothesis could make concerns the types of possible diachronic 

tone changes. Since the specific tonal patterns of a language are 

determined by the types of possible underlying tonal melodies and 

mapping rules, then some types of diachronic tonal developments ought 

to be characterizable in terms of these elements. For example, were 

a melody to restructure, then the surface tonal patterns of monosylla­

bic, disyllabic, trisyllabic morphemes which have this melody would be 

affected. Alternatively, if a given mapping rule were altered, then 

the location of the existing tonal "notes" would be likewise altered. 

Importantly, however, the noted diachronic Southwestern Mande 

tonal changes do not reflect any melodic principles at work, rather 

they reflect events that are better understood using a tension-based 

model. Two such diachronic developments in SWM will serve to illustrate 

this point. The first is the restructuring of class 4 tonal patterns in 

Mende and the second is the restructuring of class 3 and class 4 tonal 

patterns in Bandi. 

These developments can be detected by examining the tonal correspond­

ences given in (16) of section 6.1. 

7.3.1. Mende class 4 restructuring. The development of H HL to HL in 

Mende (see Dwyer [1977J for details) cannot be characterized as a 

change in melody, for in this development, the melodJ remains the same. 

Therefore, the development would have to be characterized as a change 

in mapping rules. However, to change the mapping rule to produce the 

right tonal patterns on class 4 morphemes would inadvertently produce 

the wrong tonal pattern In the remaining tone classes (unless of course two 
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different sets of mapping rules are used, a move which undermines the 

original simplicity of the melodic hypothesis). 

As pointed out in Dwyer (1977), this development when viewed from 

the perspective of a ten-sion-based hypothesis can be seen as a variety of 

ABSORPTION rule, one in which the tones are ~reserved, but the tension in 

the morpheme is reduced. 

7.3.2. Bandi tonal class restructuring. A second Southwestern Mande 

tonal development involves the restructuring of Bandi morpheme-final 

falling tones to simple high tones. This development affected tonal 

classes 3 and 4 as is shown in the following comparison of Bandi and Loko 

(39) (Loko being used to represent the earlier state of Bandi before the 

tonal restructuring). 

(39) Class Loko Bandi Gloss 

I ngulu ngulu (no change) 

2 n)ka n)ka (no change) 

3 ngete ngete 'pestle' 

4 kali kal f 'hoe' 

5 bolo bolo 'trousers' (no change) 
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Since this change involves the loss of a note, it cannot be characterized 

as a change in mapping rules and it must be seen as change in melody. 

Importantly, from a melodic standpoint, this development affects only 

those LHL morphemes which are of one and two syllables in length only. 

Morphemes of three syllables or more in length with a LHL pattern remain 

unaffected. This diachronic development cannot be stated using premapping 

tone values. 

From the perspective of the tension-based hypothesis, this change is a 

perfectly natural development, following along the same lines as SIMPLIFI­

CATION (31). What appears to be happening here is that the surface-level 

constraint (25) is becoming an underlying constraint. 

Thus, an examination of two diachronic tonal developments in South­

western Mande has revealed events which at best are only awkwardly described 

by a melodic hypothesis and which are easily understood given a tension­

based perspective. Again then the melodic hypothesis has failed to reveal 

any new insightful comments about the nature and development of Mende tone, 
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and the tension-based analysis has shown these developments to be within 

its range of prediction. 

7.3.3. More support for the short-rising analysis. Interestingly, when 

classes 3 and 4 restructured, the surface patterns class 4 (H HL > H H) 

became tonally indistinguishable from class 1, reflecting the fact that 

these two tonal classes have merged and have developed the same underlying 

tonal representations. When class 3 restructured (L HL > L H) it did 

not merge with tone class 2. 

If class 2 disyllabic morphemes are represented as L H, e.g. n~ka 

'cow', as proposed by the melodic analysis, then the simplification of 

class 3 disyllabic morphemes to L H, e.g. ngete 'pestle', ought to 

result in a merger of these two classes. If on the other hand, class 

2 disyllabic morphemes are represented as L LH as proposed by the 

tension-based analysis, then the simplification of class 3 disyllabic 

morphemes ought not to result in a merger of these two classes. The 

fact that these two classes do not merge supports the low-rising 

analysis of the tension-based analysis. The non-distinctness of 

Bandi classes 1 and 4 and the distinctness of classes 2 and 3 are 

shown in (40) : 

(40) class 1 class 2 class 3 class 4 

ndamba-ngl nl ka-I nyaha-i ng~la-1 noun + 'the' 

ndamba+nlna n I ka+n Ina nyaha+nlna ng'j la+nlna noun + 'new' 

'crocodile' 'cow' 'woman' 'dog' 

8. Conclusion: What Sort of a Tone Language is Mende? 

The conclusion of this paper is clear: Mende is not a melodic 

tone language of the type envisioned by Leben [1973J. The original 

claim that Mende tonal patterns co~ld be explained by positing just 

five underlying tonal melodies and a mapping rule were shown to be in­

adequate because of a significant number of counterexamples. Further­

more, the melodic claim was examined further to see if there were 

other types of generalizations that could be made at the premapping 
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level or which required the tonal patterns generated by the proposed 

tonal melodies and mapping rules. The evidence, both synchronic and 

diachronic, again demonstrated the inutility of' the melodic hypothesis. 

If Mende is not a melodic tone languase then the question remains, 

"What sort of tone language is it?" In answer to this question a 

tension-based hypothesis was advanced which claimed that the tonal 

phenomena of Mende could only be understood by reference to the rela­

tionship between tonal and segmental units, specifically the number of 

permissable tonal units assignable to a given tone-bearing segment. 

In both the case of Mende tonal patterns and Mende tonal processes, 

both synchronic and diachronic, this tension-based model provided a 

principled interpretation as to why Mende functions tonally the way it 

does and thereby answers the question raised in this paper. 
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Studies in African Linguistics 
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1. Introduction 

LANGUAGE AND POLITICS IN SOUTH AFRICA 

Rachel Angogo 
University of Texas at Austin 

In June 1976 a protest of African school children from SOWETO, a 
Johannesburg township, triggered a series of bloody riots that spread to 
several other South African cities. The children were protesting a gov­
ernment decision to replace English with Afrikaans as the medium of in­
struction for certain subjects in African secondary schools. Although 
the language issue did anger the students, the underlying cause of the 
riots was the racial policy of the white minority government, a policy 
in which langua~ has played a crucial role. 

2. Cultural and Lingistic Situation 

South Africa is a multi-cultural society, and to properly understand 
the linguistic situation, it is best to first look at the peoples that 
constitute that society and what part each plays in the present social 
system. 

South Africa has a population of about 21 million people, of whom 
83% are non-white. The following is a breakdown of the population by 
race: African, 70%; White, 17%; Coloured l , 10%; Asian2, 3%. 

The two official languages of South African are English and Afrikaans. 
Afrikaans is a Dutch-based language that developed among the whites of 
Dutch descent (called Afrikaaners) and the coloureds. It has borrowed 
from both African and Malaysian languages. An understanding of the im­
portance of this language to the Afrikaaner in his striving for political 
power and cultural recognition is essential if one is to comprehend the 
present situation in South Africa. 

l"Coloured" is a term used in South Africa to describe those of 
mixed blood, particularly between Whites and Hottentots. 

2The Asian population is mainly Indian, the descendants of workers 
brought to South Africa in the 1800's to harvest sugar cane. 
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About 53% of the white population speaks Afrikaans as a first lan­
guage. English is the mother language of 37%. The remaining whites 
speak Greek, Portuguese, German, etc. as first languages. Less than 2% 
of the whites come from homes in which both official languages are used, 
a figure which serves as a good indication of the strictly limited rela­
tionship between the two white communities. 

The linguistic situation among the non-whites is more complex. The 
mother tongue of 90% of the coloured South Africans is Afrikaans. As a 
first language, more than 80% of the Asian population speak Indian lan­
guages, the most prominent ones being Tamil, Hindi, Gujarati and Urdu. 

Most Africans speak Bantu languages as their mother tongues, and 
these languages can redivided into two main groups: Nguni and Sotho. 
About 60% speak Nguni languages while speakers of Sotho languages number 
35%. The following is a list of the languages that make up each group: 

1) NGUNI SOTHO 

Zulu 
Tswana Xhosa 

Swazi Pedi 

Ndebele Southern Sotho 

Although the two language groups are structurally related, they are 
not mutually intelligible. No such problem exists, however, within each 
group. A Zulu speaker has no trouble understanding a Swazi speaker, and 
a Tswana speaker can easily understand a speaker of Pedi or Southern 
Sotho. 

3. Historical Sketch of South Africa 

The Bantu people were living in what is now South Africa when the 
first Dutch and French Huguenot settlers arrived in the 1600's. These 
settlers came to South Africa at a time of religious oppression in Europe, 
and they left their motherland to escape from such oppression. The nature 
of their first constitution, which is indeed a democratic constitution, 
clearly indicates their purpose. In those early years, the Africans and 
the settlers lived peacefully together. However, this peace was eventually 
shattered as the populatiQn grew and demand for land increased. 

The British first arrived in the late 1700's and from the very be­
ginning, they were at odds with the Afrikaaners, whom they found there. 
There followed a long series of wars that ended in the 1870's with the 
white settlers' final subjugation of the Africans. The English-Afrikaaner 
conflict, however, steadily increased. In the early 1900's a war broke 
out between the two groups, largely because of British interest in dis­
coveries of gold and diamonds. Britain achieved a pseudo-victory in 
this war and shortly afterwards, the two groups united the British and 
Afrikaaner colonies and declared their independence. 
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The basically rural South African society changed rapidly after the 
discovery of gold and diamonds in the last quarter of the nineteenth cen­
tury. These discoveries and the rapid industrialization that they trig­
gered created a great need for unskilled labour, a need that could easily 
be filled by the vast number of African labourers. To get Africans into 
the labour force, the government passed a number of bills such as the 
hut tax. To obtain money to pay such taxes, Africans sought work in gold 
and diamond mines and in the cities that sprang up around them. 

4. Group Conflicts 

As already noted, Afrikaaners have been at odds with the English 
since the latter arrived in South Africa. This feeling of resentment 
is still an important factor in South African society. Besides opposing 
what they regarded as "British imperiali.sm," Afrikaaners have felt the 
pressure of the Africans, who greatly outnumber them. As a reaction to 
such insecurity and as a defense of the Afrikaaner culture, (one that 
had developed its own distinctive social structures, religious institutions 
and language), a strong Afrikaaner nationalism developed. This nationalism 
has centered around the recognition of Afrikaans as a national language of 
equal status with English. 

The English-Afrikaaner language debate began in earnest at the time 
independence was granted in 1910. When representatives met to draw up 
the constitution, the Afrikaaners were successful in getting Afrikaans 
named as an official language. In the 1920's numerous political and 
cultural organizations sprang up whose main purpose was the promotion of 
the Afrikaans language and culture. 3 The creation of these organizations 
reflected the surge of Afrikaaner nationalism, a nationalism whose corner­
stone was the Afrikaans language. Although the Afrikaans-speaking whites 
far outnumber the English-speakers, the Afrikaaners did not get control 
of the government until 1948, a date that marks a turning point for 
South Africa. From that time, the segregation and racial discrimination 
which has always been present in South Africa in various forms, became 
official government policy known primarily under the name of separate 
development, or "apartheid". 

5. Apartheid 

The Afrikaaner political party (National Party) came to power in 
1948 with a promise to strengthen and safeguard the white supremacy that 
had been built up over 300 years of white settlement. Apartheid, the 
policy devised to maintain that supremacy, is described in the 1947 elec­
tion Manifesto of the National Party as follows: 

30ne of these organizations, the South African Bureau of Racial 
Affairs (SABRA), is responsible for developing the principle of separate 
development. 
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In general terms our policy envisages segregating the most 
important ethnic groups and subgroups in their own areas where 
every group will be able to develop into a self-sufficient unit. 
We endorse the general principle of territorial segregation of 
Bantu and whites .•. the Bantu in urban areas (white areas--BR) 
should be regarded as migratory citizens not entitled to poli­
tical or social rights equal to those of the whites ... The pro­
cess of detribalization should be arrested." 

In keeping with the policy, South Africa has been divided into white and 
African areas. The whites who make up 17% of the population have control 
of 85% of the land, whi~the African majority are left the remaining 15%. 
To promote the government's policy of retribalization, whose purpose is 
to counteract the unifying effects of urbanization, the African area 
has been further subdivided into eight homelands--often called Bantustans 
--one for each group within the African population: Zulu, Xhosa, Tswana, 
etc. 

All Africans are citizens of their homeland regardless of their 
place of birth or residence. A Zulu, born and raised in Johannesburg, 
is a citizen of the Zulu homeland, even though he may never have set foot 
in it. Citizens of the homeland are not guaranteed any benefits or rights 
outside their homeland. 

In establishing the homelands, the government has consolidated and 
reconstructed mono-ethnic areas with a political structure modeled on 
traditional chieftainship. The homeland governments have been set up 
over the last 10 years in a step-by-step fashion. They have been granted 
rights to control taxation, education, agriculture, and public works within 
the homeland. All other powers remain in the hands of the white govern­
ment, so that the most a homeland can attain is a quasi-independence. 

The Asian and coloured peoples have not been given homelands, and 
the government has made no plans for such homelands in the future. These 
two groups constitute such a small percentage of the population that they 
pose no serious threat to the system. 

6. The Role of Language in Apartheid 

Keeping in mind the fact that Afrikaaner nationalism was based in 
considerable measure on resistance to British culture and language, and 
on concern for the rapidly growing African masses, we can now examine how 
language policies fit into the program of apartheid. 

6.1 Education. The South African educational system is organized in the 
following way: 7 years of primary education, 3 years of junior secondary 
and 2 years of senior secondary. As in the British system, to move from 
one level to another, a child must pass a comprehensive exam. 
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Africans, Asians, coloureds and whites are all educated as indepen­
dent groups within the population, a separateness emphasized by differen­
ces in financing, differences in syllabus, and differences in levels of 
achievement deliberately related to different employment needs. For ex­
ample, the priorities in the government's Bantu education proeramme are 
placed on mass literacy and widespread primary education, priorities 
which prepare the majority of Africans for a future as unskilled workers. 

There is a separate government agency to administer each educational 
system, but they are essentially controlled by whites. The national gov­
ernment claims that each homeland will have control of its own education. 
Just how complete this control is can be questioned. At the present time 
in South Africa, Bantu education is controlled by two bodieG: the home­
land e;overnments control it within the homelands and the ministry of 
Bantu education controls it within the urban and white areas, where so 
many Africans live as labourers. 

Prior to the Afrikaaner rise to power, an African child received the 
first 4 years of primary instruction in his mother tongue. Both official 
languages were introduced as a medium of instruction. By the end of 
primary school, all instruction, with the exception of religious and Bantu 
language studies, was in this official language. As the Afrikaaners 
introduced their concept of separate development, things changed. Mother­
tongue instruction was continued throughout the 7 years of primary educa­
tion. Instruction in one of the official languages did not begin until 
secondary school level, although both English and Afrikaans were studied 
as subjects throughout the primary school. In the light of the aims of 
apartheid, the motivation behind this change would seem to indicate an 
attempt to isolate each language group from each other and from the rest 
of Africa and the world at large. The common consciousness that had de­
veloped among the Africans as a result of urbani.zation and industrializa­
tion would then be diminished, leaving room for divisions, based on tribal 
feelings. 

During the years of change, the government launched a program to 
adapt and update the Bantu languages for use in the educational system. 
Comprehensive lists of 8,000 words were prepared in each language and 
placed at the disposal of teachers. About 70% of the words on the word 
list already existed in the languages and the remainder were created by 
'bantuizing' English or Afrikaans words. Also the government encouraged 
African writers to publish textbooks in their own languages. 

For the most part Africans were against the change, but were power­
less to do anything about it. Often it meant that children, especially 
those of minor language groups, had to travel great distances to attend 
a school that taught their own language or a language near enough to their 
own. Also many Africans felt that such a separation fostered mistrust. 
Among the outspoken critics of this policy have been African authors, 
who feel a need to communicate to an audience larger than their tribe, 
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and it is only through English that they can do this. It is in their 
interest, therefore, to have as many people literate in English as possible. 
Since most African children don't get past primary school, proficiency in 
English must be ~tarted at an early age. 

As the homeland governments were given partial control of education, 
most of them went back to the old policy of beginning instruction in an 
official language at primary school. In today's South Africa, therefore, 
there are two policies on mother-tongue instruction, one in the homelands 
and one in the white areas. 

In the homelands, the mother tongue is used for the first three or 
four years. Both official languages are introduced as subjects in the 
first year. After the fourth year, English becomes the medium of instruc­
tion. English has been chosen for two reasons; (1) many Africans con­
sider Afrikaans the language of the oppressor, and, (2) because of its 
international status, English gives Africans a bond with other parts of 
Africa and the rest of the world. Consequently, in the homelands English 
remains the medium of instruction throughout secondary school, with a 
Bantu language and Afrikaans being taught as subjects. In white areas 
however, the official government policy states that half of the instruc­
tion should be in Afrikaans and half in English. 

The riots in SOWETO, Johannesburg, started when the government tried 
to enforce instruction in Afrikaans in certain subjects. The students 
rejected this change, and riots broke out. After bloody riots involving 
the death of many school children, as well as a number of other Africans, 
the government backed down. That was one of the first times involving a 
crucial issue that the South African government has bowed to African 
demands. Why did the government back down if they were convinced that 
Afrikaans was the right language for the Africans? Was it an admission 
that what they were doing was wrong? Or was it the result of pressure 
from the outside world? The government's reaction should be regarded as 
important because, if the regime realized its mistake, then the time is 
ripe for a revision of the entire language policy in South Africa. 

Language in the coloured schools is not so much an issue. More than 
90% of the coloured speak Afrikaans, and this is the language used in 
primary and secondary school levels as a medium of instruction. English 
is taught as a subject in primary school. 

Although only 20% of the Asians speak either English or Afrikaans as 
a first language, one of these languages is used as a medium of instruction 
at both levels. Which language depends upon the area in which the child 
lives. If he lives in an Afrikaans-speaking area, it will be Afrikaans, 
and vice versa, for English. 

The government policy of cultural isolation applies even within the 
white population. Afrikaaner children attend Afrikaans schools, and 
English children attend English schools. The other official language is 
introduced after primary school in some schools. 
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Until the mid-50's the non-whites who qualified could attend white 
universities. Now there is a separate university system for each racial 
group. The coloured and the Asian each have a separate university; there 
are three African universities. All instruction in these universities is 
done in one of the official languages. For the whites there are eleven 
universities: 6 English-speaking and 5 Afrikaans-speaking. 

The policy of separate development has effectively divided children 
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and isolated them in mono-lingual schools during the most impressionable 
years of their lives. Language and cultural differences have been stressed, 
and the opportunities for young people to associate with and learn to under­
stand children of other cultures have been diminished. To the Africans, 
it has caused a decline in competence in the school subjects. 

6.2 Media. There are about 21 daily newspapers in South Africa, 16 pub­
lished in English, and 5 in Afrikaans. There are numerous African papers, 
most of them published in English. A few attempts to publish in African 
languages have been made, but usually they are not successful. Either 
the paper dies a natural death due to lack of funds, or it fails to attract 
enough readers because of a high rate of limited literacy. 

Until early 1976, South Africa had no television service. Radio 
was, and indeed still is, the most important means of communication. 
T.V. has 37 hours a week, half in English and half in Afrikaans. Radio 
service throughout South Africa is controlled by the government under 
the auspices of South African Broadcasting Corporation. There is broad­
casting in 9 languages: English, Afrikaans, and 7 Bantu languages. 

6.3 Mining. Mining is the most important sector of South Africa's econ­
omy. The gold and diamond mines employ workers from all parts of South 
Africa and from neighboring countries like Malawi, Swaziland, Rhodesia, 
Botswana and Mozambique. Most of the labourers speak languages that are 
for the most part not mutually intelligible and very few of thew speak 
English or Afrikaans. Communication in the mines has therefore been a 
problem. 

A pidgin called Fanagalo has developed as a solution to this problem. 
It is a simplified form of a Bantu structure that has vocabulary, limited 
largely to terms relevant to miners' work. The language can be learned 
in a short time. Before a new recruit is sent into the mines, his first 
orientation includes learning Fanagalo. 

Contact due to urbanization has resulted in the formation of a con­
tact language called Tsotsi. Originally, it was a jargon of criminals 
(in Sotho, tsotsi means criminal), but now it has grown to the status of 
a pidgin. A lot of the vocabulary is from Sotho, but it has also borrowed 
heavily from the Nguni languages and Afrikaans. 
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7. Creole 

In the struggle for recognition of their language, many Afrikaaners 
have transferred their ideal of racial purity to the purity of their 
mother tongue and its history. As a result, a number of Afrikaaners ad­
vocate keeping their language free from the corrupting influence of for­
eign words, especially English words. In treating the history of the 
language, advocates of the purity movement have insisted that Afrikaans 
developed directly from Dutch and is singularly free from the taint of 
foreign influence. In doing so, Afrikaans linguists have rejected the 
idea that Afrikaans developed through a creolization of Dutch spoken by 
the early 17th century settlers. This creolization was the result of 
the mixing of several different peoples and languages: Dutch, Malaysian 
(or a Malaya-Portuguese Creole), and African languages. Those Afrikaans 
scholars who want to see their language as being as pure as their race, 
quite naturally reject any concept of creolization. 

Afrikaaner linguists tend to confine the study of their language 
to the usage of the whites. In historical studies, only when a linguistic 
phenomenon occurs among whites is it regarded as being a legitimate part 
of the language. 

8. Multi-lingualism 

Many Afrikaaners speak English, but not vice versa. English has 
long been a language of commerce and international contact, while Afri­
kaans has mainly been associated with rural life. To be successful else­
where then, it has always been necessary for the Afrikaaner to know English. 
Many Afrikaaner farmers are able to speak African languages thr.ough con­
tact with farm labourers, and a few other whites claim knowledge of Afri­
can languages. 

However, for the Africans, multilingualism is a necessity for survival. 
Most civil servants and police are Afrikaaners, and when dealing with 
Africans, they insist on being addressed in Afrikaans. Since there are 
countless laws and regulations that affect Africans in white areas, an 
African must constantly deal with those officials. For better or worse, 
those Africans working in white areas, try to know some Afrikaans. But 
to be able to succeed economically, an African must generally be able to 
speak some English, the language used in commerce. Urban Africans are 
also usually proficient in at least one other Bantu language. 

To some extent, Asians find themselves in conditions similar to 
those of Africans. They must speak Afrikaans in order to deal with the 
white officials, and English in order to exist economically. 

9. South Africa in the Context of Africa 

The language problems in South Africa are not peculiar to that part 
of the world. Before independence, certain other parts of Africa had 
similar problems. From observation of independent Africa, we can draw 
certain generalizations. 
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African must constantly deal with those officials. For better or worse, 
those Africans working in white areas, try to know some Afrikaans. But 
to be able to succeed economically, an African must generally be able to 
speak some English, the language used in commerce. Urban Africans are 
also usually proficient in at least one other Bantu language. 

To some extent, Asians find themselves in conditions similar to 
those of Africans. They must speak Afrikaans in order to deal with the 
white officials, and English in order to exist economically. 

9. South Africa in the Context of Africa 

The language problems in South Africa are not peculiar to that part 
of the world. Before independence, certain other parts of Africa had 
similar problems. From observation of independent Africa, we can draw 
certain generalizations. 



Even in the presence of one trans-tribal language, an African language 
that is tribally neutral, it has been the case that a foreign language 
was chosen by Africans as one of the weapons to conquer internal strife 
and to encounter the colonizer. The foreign language in Africa has 
always been a language of a small elite, and it is from this elite that 
African leadership has come. The presence of a foreign language has 
served to unify the people, at least temporarily. A common war is fought, 
and independence is achieved. Then the language questions arise anew. 
The turn of events now brings about the question of a national language. 
The intense desire for a national language in independent Africa is aimed 
at casting away the colonial master's language and regaining lost identity 
by nationalizing an indigenous language. It is at this stage that a trans­
tribal language is sought, but when there is no such trans-tribal language 
the foreign language is almost inevitably retained. 

9.1 Some Comparative Facts. TbeAfricans in South Africa have generally 
rejected Afrikaans. Afrikaans could potentially be a trans-tribal lan­
guage in South Africa, like Swahili in East Africa. But the case for 
Afrikaans shows that even a potential language can lose its potentiality 
if it is tainted with certain traits. 

Let us take a look at Swahili in connection with the above observa­
tion. Swahili in Tanzania has always enjoyed a popular position among 
the masses. The German rule encouraged Swahili. Swahili was widely 
spoken in Tanzania even before independence. But what was the position 
of Swahili in so far as matters concerning the education, and economic 
world of Tanzanians was concerned? There was no connection. Swahili, 
in other words, was used by colonial powers tc keep the people ignorant 
about themselves and their surroundings. The non-elite in English be­
lieved that they did not have anything to offer to their country's devel­
opment, neither did they know what criteria were used for running their 
own country. Yet at the same time, Swahili thrived and spread among the 
Tanzanians. It is in such a case that we can draw an example of an elite-­
in a foreign language, who could see the colonizer's calculated aims and 
use the colonizer's language as a tool to fight against the system. A 
system that regarded Swahili as generally inferior. 

At one stage in Kenya's history, Swahili was rejected by Africans. 
The major issue here was that, Swahili was used as a master-servant lan­
guage of communication. Tribal languages were used in the early part of 
education, and Swahili was used in the later part of education. There 
was no proper educational material in Swahili. Neither was Swahili used 
as a language of the government's administration or economic world. This 
was a clear indication that education in Swahili would continue to keep 
the African ignorant about himself and the world around him. 

After independence, Tanzania is a living example of how the leader­
ship, an English-speaking elite, has raised the status of Swahili among 
Tanzanians. Kenya, too, has taken to the same step of re-establishing 
Swahili, even though at a slower pace. The question of a national 
language in these two African states is an important issue, because the 
people themselves have a choice to make without being allocated a language. 
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9.2 South Africa. The Africans in South Africa view Afrikaans as the 
oppressors' calculated means to keep them ignorant of everything except 
what the present ruling regime can offer them. As seen from the facts 
in this paper, the present regime offers them poverty, ignorance and 
other ways of oppression. We noticed that English is dominant in higher 
education, economic fields, and the mass media. From these, we can in­
fer that English is dominant in the political field. For the Africans 
in South Africa to fight this system of oppression and segregation, they 
need more than a South African 'trans-tribal' language. They need a 
language of much wider communication, in this case, English. 

10. Future of South Africa 

Assuming that in the future, South Africa becomes a truly independent 
plural society, and that South Africa follows the steps of other African 
countries, whereby the question of a national language becomes a burning 
issue, which language will be the most likely choice? It is unlikely that 
Afrikaans will be the choice, for history cannot be forgotten so easily. 
Swahili in East Africa is a language that the masses can claim allegiance 
to, though the colonial system was using it to ridicule the masses. In 
South Africa, Afrikaans is the language of the oppressor--and it has never 
been a language that could be isolated from the regime of oppression. 

It is also unlikely that any of the African languages in South Africa 
will succeed as a national language. Most of them are small, and with the 
system of homelands, the spread of these languages has been greatly lim­
ited. People who move to other places learn other languages, rather than 
spreading one language, as evidence on this has been shown by looking at 
language in homeland schools, formation of contact languages and languages 
in the mines. 

English, though a mother tongue of only a small percentage, seems to 
be the most neutral choice. Our guess is that English will be the national 
language of South Africa, despite all odds. It might be the case that even 
after English succeeds, it will still be the language of the elite. Those 
that won't have official education will remain ignorant in English, 
as is known about countries that have been faced with a similar choice, 
Nigeria for example. 
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THE RELIGIOUS FACTOR IN LANGUAGE NATIONALISM 
--THE CASE OF KISWAHILI IN KENYA 

1. Introduction 

AI-Amin M. Mazrui 
Stanford University 

Theoretical discussions on language nationalism in Kenya have so far 
focused on examining the national-language potentiality of one or the other 
of the African languages, the English language and the Swahili language 1 

along the lines of two basic criteria--namely, ethnic neutrality and (socio­
economic) class neutrality. In very simplistic terms, when these languages 
are viewed along the lines of ethnic neutrality, the African languages 
seem inadequate due to their ethnic/cultural boundedness; and when viewed 
along the lines of class neutrality, the English language appears inadequate 
due to its association with the elite. So all in all, Kiswahili (Swahili 
language) , with the popular misconception that it is a language belonging 
to no autonomous definable unit, emerges as the most neutral in these re­
spects, and it is partly these factors that led to its declaration as the 
national language of Kenya on July 4, 1974. 

Depending on specific socio-political settings, however, the religious 
factor can be equally sensitive in the national language question, as evi­
denced by the Hindi/Urdu case, for example; and this factor has not been 
given much attention in Kenya except in an historic sense. It is' this 
apsect, then, that this paper aims at investigating, with the question: 
how does each of the languages mentioned above fare when weighed against 
a religious neutrality scale? The religious factor is not, of course, in­
dependent of the socio-economic relations that have existed in contemporary 
Kenya, but neither is the ethnic/regional aspect. For all practical pur­
poses, linguistic "ethnicism" and linguistic "religiosism" are significant 
only to the extent that they are expressions of the material conditions 
and relations within the Kenyan society. Hence, the religious factor in 
this paper will be treated strictly with this consideration in mind. 

IThe Swahili language is, of course, itself an African language, but 
due to its status as a lingua franca it has different implications. The 
distinction between African languages and the Swahili language has, there­
fore, been made with only this consideration in mind. 
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Bearing this in mind, then, it will be proposed here that each of 
the afore-mentioned languages is religious in its own sense. The scope of 
possible ways in which a language can be considered religious is obviously 
too wide for the purpose of this discussion, and we need only identify 
two of these--nemely, extrinsic religiosity and intrinsic religiosity of 
a language. 

1.1 Extrinsic religiosity. This level of linguistic religiosity may 
derive from: 

i. the relative religiosity of a people and the culture which that 
language reflects and expresses. 80, to the extent that an individual 
regards members of a particular community as being dominated by religious 
mores and values, he is also likely to perceive its linguistic medium as 
religious and react to it as a consequence of that religiosity. 

~~. the relative confinement of a language to members of one religious 
group. If all, or a large majority of, the members of a society 8 are 
affiliates of a religion R, then the language L of 8 may be psychologically 
associated with R; L, then, becomes religious in this instance. 

Both these senses of extrinsic religiosity are, by and large, percep­
tions of the outergroup, that is, views that outsiders may hold towards a 
language used by members of, seemingly, one cultural or religious group. 
Under certain conditions, however, and especially under conditions of group 
conflict with outer groups, members of one society may also come to be 
conscious of the extrinsic religiosity attributed to their own language. 

1.2 Intrinsic religiosity. Intrinsic religiosity can be either overt or 
covert. 

i. Overt intrinsic religiosity is predicated upon the linguistic 
substance contained in the language. This level is, again, a possible 
perception of both the outer and the inner group. But, while overt intrinsic 
religiosity, if perceived by the inner group, normally remains at a sub­
conscious level, it emerges to a more conscious one under certain conditions 
--again, especially under conditions of conflict with outer groups. 

ii. Covert intrinsic religiosity stems from the association of the 
language as one symbolic whole with divinity. By implication, the overt 
and covert levels of intrinsic religiosity are, of course, inter-related, 
but there is a sense in which they can be thought of as autonomous levels 
to some extent. Consider the case of Arabic, for instance. Its overt 
intrinsic religiosity is clearly confined to what is called classical Arabic, 
in terms of linguistic substance, in contrast to other varieties of the 
language. At the covert level, however, it is the language whole, not 
characterized by any specific sub-set of linguistic material, that is sig­
nificant. This distinction will become clearer as we proceed. For now 
let us note that unlike the previously mentioned cases, covert intrinsic 
religiosity is almost solely a feeling or a perception of the inner group. 
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Crucial to the framework proposed above, however, is that it does 
not claim a generic relationship between any particular language and spiri­
tuality or divinity. Rather, this is strictly a statement of a state of 
mind, of the attitudes that people may have towards certain languages in 
relation to certain religions, universal or local, as a product of their 
collective beliefs and/or experiences. 

Granted, then, that each of the afore-mentioned languages is or has 
been religious in one or more of the defined senses above, we can regard 
their beginning as essentially non-neutral in the religious sense. But 
within the course of its history the religiosity of a particular language 
may come to be replaced by a non-religious symbolism; an~ in general, it 
may be that--given some more explicit definition and taxonomy of religious 
languages--the ease with which a religious symbolism gives way to another 
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kind of symbolism will depend on, among other factors, the kind of religiosity 
which is psychologically attributed to the language. Whatever the case, 
one of our tasks here is to explore this phenomenon--the replacement of 
a religious symbolism by a socio-economic symbolism--in the context of 
African languages, the English language, and the Swahili language. 

Approaching the situation from this perspective the argument will be 
advanced that the religiosity of Kiswahili seems relatively more resistant 
to dominance by a purely socio-economic symbolism than is the case with 
the African languages and the English language and that the impact of Islam 
and Arabic, as a religious language, h&s been crucial in the resistance 
of Kiswahili in losing its religious symbolism. 

From this point on the issue that will have to be addressed is, why 
did this religiosity (or religious non-neutrality) of Kiswahili not 
contribute to its reduced success at the national level, as would have 
ethnic non-neutrality, for example? This, I believe, can be explained in 
terms of a "split" that has taken place wi thin Kiswahili, whose reality 
has to be seen in the light of psychological categorization--whose emergence 
can be traced to the historical background of standard Kiswahili--rather 
than linguistic differentiation, such that we seem to have a version which 
is associated with the predominantly Muslim coastal community of Waswahili 
and another version which is associated with non-Waswahili. Suffice it to 
say here that standard Kiswahili, as it exists today, will fall under the 
category of non-Waswahili Kiswahili. So, to the extent that standard 
Kiswahili, a non-Muslim version, if you will, is promoted as the national 
norm, this split implies a kind of situation in which non-Swahili/non­
Muslim Kenyans may find the "national language Kiswahili", that is, 
standard Kiswahili as the national norm, as religiously neutral, while the 
Muslim Waswahili may find it religiously non-neutral. 

At this juncture we can turn to a more detailed discussion of religiosity 
as it relates to the linguistic. cases mentioned above and to the implications 
that seem to emanate from this. 
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that seem to emanate from this. 
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Since our main focus is on Kiswahili, and owing to space limitations, 
suffice it to say here that both the African languages and the English lan­
guage (in the African context) can be shown to have been religious in both 
senses of extrinsic religiosity. From a historical perspective it can 
then be argued that the religiosity of these languages is dictated by material 
conditions and relations and, ultimately, capitulates to a socio-economic 
symbolism. This, then, renders the African languages and the English lan­
guage religiously neutral in the long run. 

2. Religiosity and the Swahili Language 

Kiswahili could, less so now than some years ago, be regarded as both 
extrinsically and intrinsically religious. The extrinsic religiosity of 
Kiswahili derives from its being a native language to members of a predom­
inantly Muslim community, the Swahili community. So, Kiswahili becomes 
religious, in this case, by its association to Islam, and to many Kenyans, 
in fact, the spread of Kiswahili is considered tantamount to the spread of 
Islam and vice versa. 

Yet, despite this extrinsic religiosity of Kiswahili the language has 
been able to transcend its original borders at an amazing rate. What could 
account for this fact? Could it be correlated with the spread of Islam in 
East Africa? In Tanzania, where Kiswahili is very wide-spread, we also ob­
serve that Islam is widespread. But I think it would be wrong to conclude 
from this that the expansion of Kiswahili in Tanzania is explainable only 
in terms of the spread of Islam. The history of Kiswahili in Tanzania 
certainly entailed crucial factors other than just the religious one. One 
important aspect was that Tanzania initially fell under German rule, whose 
administration actively promoted the use of Kiswahili at all the lower ad­
ministrative levels of its colony. Second, due to the predominantly trade/ 
economic relations between the coastal Swahili/Muslim society and the non­
Swahili/non-Muslim societies of the African hinterland prior to and during 
German rule, the extrinsic religiosity of Kiswahili came to be dominated 
by its socio-economic significance, rendering it less objectionable to 
acquisition by non-Muslims and eventually, therefore, to its becoming a 
lingua franca. 

In Kenya, however, the situation was radically different. In the 
first place there was not a colonial administration comparable to that of 
the Germans in Tanzania with respect to favouring the spread of Kiswahili. 
Moreover, the socio-economic relations between Waswahili and non-Waswahili 
in inland Kenya were so minimal (geographically and ethnically) because 
of various impediments, that the religious aspect of Kiswahili remained 
quite pronounced. Hence, its substantial spread was limited to those 
Africans who had adopted Islam, and most often, these were Africans who 
were themselves coastalists living in close proximity to the Waswahili. 

The factor that contributed to a r~pi~ change, in the Kenya situation 
leading to the spread of Kiswahili, was the birth of standard Kiswahili. 
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But in what sense did the birth of standard Kiswahili make a difference? 
First, we know that Christian missionaries played a prominent, indeed, a 
central role in the standardization of Kiswahili. Second, it was the 
Christian missionary who became the main exponent of standard Swahili in 
the schools, whose initial function was to develop in the African the 
reading skill for Biblical studies. Third, in Kiswahili translatlons of 
the Bible and in other Christian writings, it was standard Kiswahili that 
was often utilized. And finally, it was standard Kiswahili or its "offshoots" 
that came to be used in those churches whose services were conducted in 
Kiswahili. 

All these factors, then, if they did not cause the Christianized Af­
rican to regard standard Kiswahili as the language of African Christianity, 
at least caused him to regard it as a non-Muslim brand of Kiswahili, as a 
religiously neutral brand. And any form of Kiswahili that came into being 
during or after the birth of standard Kiswahili was merely regarded as a 
"rustic" off-shoot of standard Kiswahili, an off-shoot of non-Muslim Ki­
swahili. Here, then we see the emergence of a cleavage within Kiswahili 
along religious lines, along Muslim/non-Muslim lines. 

But even if standard Kiswahili in Kenya did not initiate the neutral­
izaton of the extrinsic religiosity of Kiswahili, the later promotion of 
Kiswahili at the administrative level, and its subsequent importance in 
geographical mobility, a factor that is directly tied to socio-economic 
conditions, would have obscured its extrinsic religiosity. So, whatever 
the case, the extrinsic religiosity of Kiswahili WOuld, eventually, have 
been neutralized. 

More precarious in this respect is the intrinsic religiosity of Kiswa­
hili. This religiosity, which is basically overt, is historically a product 
of its lexical and phonological influences from a language, Arabic, which 
is itself considered religious. In other words, the intrinsic religiosity 
of Kiswahili emanates from its internal expression of Arabic as a religious 
language. But before we can elaborate on this it may be worthwhile here 
to consider, for a moment, the religiosity of the Arabic language. 

Like Kiswahili, the Arabic language can be considered religious in 
both senses of the word, that is, extrinsically and intrinsically. The 
extrinsic religiosity of Arabic is due to its significant confinement to 
members of one religion. It is, certainly, not true that all who use Arabic 
in their daily interaction are Muslims, but it is still a substantial claim 
that the preponderant number of those who use it are Muslims. 

The intrinsic religiosity of Arabic, on the other hand, unlike that 
of Kiswahili, is covert in nature and stems from the Muslims' belief that 
Arabic is the language of divine (Koranic) revelation. This covert intrinsic 
religiosity of Arabic also gave rise to ideas of overt religiosity, to 
regarding the linguistic substance, particularly that of the Arabic of the 
Koran, as divine and religious in itself. Hence, in this sense, the intrinsic 
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relie;iosity of Arabic became compo,wded, and its sir;nificancc to the Muslims 
accentuated. 

In Kenya, specifically, the assertion of the relil~iosi ty of Arabic 
came to be most highly pronounced with the establishment of schools where 
English was both a subject and a medium of instruction. r'or example, 
Sheikh AI-Amin bin Ali became particularly outspoken in championinc; the 
cause of Arabic and condemned the colonial government for "suppressing" 
the teachine; of Arabic in e;overnment schools. Actually, the teachinc; of 
Arabic never was an extensive endeavour among the Muslims them~.;elves. Yet, 
interestingly enough, here was a Muslim leader condemning an aUministration 
that would not undertake or support that same project which was only mar­
ginally undertaken in the Muslim communities. The point here is that, 
even though Sheikh Al-Amin was quite radical, for his time, to even encourage 
the learning of Enr;lish to the Muslims, he could not emotionally dissociate 
himself from this community which equated English with Christianity and 
Christian civilization. His position was, understandably, that of mnbi­
valence. And to him the only way that the colonial administration--that 
administration which promoted English, a Christian languac;e, in the schools 
--colud reduce its burden of guilt, was to institute the teaching of Arabic. 

As long as the extrinsic religiosity of English prevailed, therefore, 
it can be said that the Muslim's demands for the teaching of Arabic also 
persisted. But, once the socio-economic symbolism of English came to dom­
inate its religious symbolism, this insistence on Arabic receded. This 
is not to say that, at this point, Arabic ceased to be religious. Certainly 
not; the religiosity of Arabic just became less articulated. Material 
conditions changed, the socio-economic relations and statuses altered, 
but to that Muslim community, as to others, the Arabic language remained 
religious. 

Let us now return to Kiswahili. With this ardent attachment to Arabic 
as a consequence of its religiosity, it was almost natural that the material 
influence of Arabic on Kiswahili be interpreted as religious influence. 
This intrinsic religiosity that Kiswahili came to acquire was, in fact, an 
object of great suspicion and rejection in certain Christian missionary 
circles. They opposed the very use of Kiswahili in missionary activities 
claiming that Kiswahili carried the spirit of Islam and could not, as such, 
be used in the christianization of the African. Kiswahili and Christianity 
were, to them, mutually exclusive entities. This notion sprouted, in 
part, from the predominantly Islamic background of the Swahili community, 
but also, importantly, from the existence of many terms of Arabic origin 
in Kiswahili which were regarded as being, directly or indirectly, related 
to Islamic institutions. To both the missionaries and the Swahili people, 
therefore, any attempt to "de-Arabize" Kiswahili implied its "de-Islamization", 
the elimination of its intrinsic religiosity. 

At this point one may ask: iI' this material influence of Arabic on 
Kiswahili was considered religious, why did it not result in the rejection 
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of Kiswahili by non-Muslim Africans? I think the answer to this is simply 
that the African was unaware of this level of religiosity. Awareness of 
the overt intrinsic religiosity of Kiswahili depended, of course, on two 
factors--namely, the association of Arabic with religion and awareness of 
the material influences of Arabic in Kiswahili. But since this latter fac­
tor requires some knowledge of both languages and probably some linguistic 
sophistication, and since this was certainly not the case with the non-Muslim 
Kenyan, Kiswahili's intrinsic religiosity was non-existent as far as he 
was concerned. 

But the point may be presented that even the Mswahili did not have 
the linguistic sophistication to enable him to know of the existence of 
words of Arabic origin in Kiswahili, and without this, the Villwahili could 
not possibly react against the "de-Arabization" of Kiswahili. This claim 
is partly true; the common Mswahili is often unable to identify words of 
Arabic origin in Kiswahili. But the common Mswahili is also exposed to 
sufficient doses of Arabic during his lifetime to be able to associate 
at least a few Kiswahili words to Arabic origin. 

More important, however, is that the Mswahili's association of Kiswa­
hili to Arabic influence is based less on the lexical level than it is on 
the phonological level. Through educational socialization in Islamic 
madrassas and in the society at large the linguistic expression of Arabism 
in Kiswahili became an element of sophistication which came to be partly 
measured by one's ability to articulate any known Arabic borrowing as ar­
ticulated in Arabic speech. So, in his reaction to Standard Kiswahili, 
Sheikh Al-Amin bin Ali [1932] had this to say: 

It is indeed a great loss on our part to speak this Kiswahili 
that has been tampered with by Europeans. Kiswahili is the 
language of the coastal people, and it is not pure save by 
(retaining) its mixture with Arabic. 

It is, of course, paradoxical that linguistic purity should be seen 
in terms of linguistic mixture, that the purity of Kiswahili should be 
seen in terms of its mixture with Arabic. But Sheikh Al-Amin was reacting 
primarily to the extracting of what is considered prestigious in Kiswahili, 
the implication being not only that Arabic is Kiswahili's "purifying" force, 
but also that to extract what has been absorbed into a language by a natural 
process, and especially if it becomes a mark of prestige, is as much a 
linguistic "impurity" as the introduction of new and foreign material. 
And so, in citing examples of the linguistic "pollution" that has been 
introduced into Kiswahili by Europeans, Sheikh Al-Amin [1932] indicates 
that there are: 
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many Arabic words in Kiswahili ••• and part of the sophistication 
in using these words derives from pronouncing them as the Arabs 
do; the Europeans have changed these words by pronouncing them 
crudely in a way that is not considered sophisticated speech in 
Kiswahili such as khabari being written and pronounced as 
habari, khamsini becoming hamsini, -ghali becoming gali, 
harufu becoming herufi, i Imu becoming elimu, kuhisabu 
becoming kuhesabu, not to mention other words that cannot be 
represented by the European ~etters. 

From the above quotation we may conclude that the issue is not so much tI de­
lexification", but rather, the deletion of certain sounds from the phono­
logical system of Kiswahili as a phenomenon in its de-Arabization. And, 
to the common Mswahili, it is this phonological aspect as a linguistic 
value, more than anything else, that accounts for the split within Kiswahili. 

Before concluding it is important to note here that within the inner 
group, that is, within the Swahili society itself, the linguistic Arabisms 
are purely a mark of sophistication, and an Mswahili who does not articulate 
these Arabisms is merely considered unsophisticated in his speech. Now, 
if for the moment we can ideologically agree that norms of sophisticated 
behavior are socio-economically determined, it can be said that in the 
context of the inner group the Arabisms in Kiswahili are more socio-econo­
mically than religiously significant. This becomes understandable if we 
consider that by the very nature of Arab-Swahili contact, the Arab has 
existed as socio-economically superior in the mind of the Mswahili. 

When we are dealing with a supra-local situation, however, a situation 
in which the Swahili community finds itself in confrontation with other 
ethnic groups, then the use or non-use of these linguistic Arabisms also 
comes to acquire a religious interpretation. And this is precisely because, 
within the inner group, a person who does not articulate the Arabisms as 
he should is simply considered as not having succeeded in acquiring the 
norm of speech which he. like every Mswahili, values, while similar orien­
tation in the outer group is seen as a conscious or sub-conscious case of 
deviance from the norm that has been defined by a Muslim community. 

3. Conclusion 

What has emerged from the above analysis is that precisely because 
African languages and the English language more readily capitulate to a 
socio-economic symbolism they are religiously neutralizable with 
greater ease than Kiswahili. In view of this impediment to religious neu­
tralization, Kiswahili took the course to psycho-linguistic differentiation 
when called upon to assume the national role. As a result, however, we 
seem to have ended up with two categories of Kiswahili speech each of which 
is, seemingly, religiously non-neutral to the outer group--the Kiswahili 
of Waswahili is not neutral to non-Waswahili/non-Muslims, while standard 
Kiswahili is not neutral to Waswahili. And the selection of standard 
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Kiswahili as the material base for the national norm, therefore, necessarily 
implies a choice of a Kiswahili that is religiously non-neutral to Waswahili. 

The Waswahili are, potentially, one of Kenya's greatest resources in 
terms of the need to promote standard Kiswahili. How, tben, are we to 
go about neutralizing standard Kiswahili in a religious sense so tbc.t tbis 
resource can be fully exploited? 

Is is obvious that it is not politically nor practically possible to 
reinstate some of the Arabic elements in standard Kiswahili so as to make 
it more appealing to Waswahili. In other words, even though I believe 
that some constraints have to be imposed on the codification of standard 
Kiswahili the solution to this particular problem does not lie in tampering 
with the present form and substance of standard Kiswahili. I believe, 
rather, that it lies in the Waswahili converts to the idea of a standard 
Kiswahili. 

It is obvious that the process of codification has proceeded only to 
the extent of formalizing a set of rules that will make possible the gener­
ation of structures that can be considered grammatical. The norms of accep­
tability, however, are rather ill-defined. And the absorption and active 
participation of these Waswahili converts in the levels of formulation-­
along the lines of norms of appropriateness that already exist in the 
Swahili community--and implementation of such norms will be a significant 
step towards the reduction of \,aswahili' sambi valence to the standard/ 
national norm. 

It is most likely that, with time, a wider variation in speech within 
Kiswahili will emerge, and, as a result, appropriateness will take on a 
different form in each of these varieties. Due to this it has been suggested 
(see, for example. Harries [1976]) that norms of appropriateness should be 
allowed to emerge as a natural phenomenon, and whatever set of norms that 
manages to establish itself over others would be integrated into the stan­
dard norm. But in my opinion, this argument misses an important point. 
In fact, a similar argument could have been presented with regard to the 
choice of a base dialect for standard Kiswahili. What is important here 
is that a specific region which has been faced with specific language 
problems has resorted to language planning to solve these problems under 
the given conditions. If natural phenomena are allowed to take precedence 
then we have no use for language plannine. 
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1. Introduction 

LANGUAGE PLANNING AND ONOMASTICS IN ZAIRE 1 

Tshimpaka Yanga 
University of Texas at Austin 

Various studies in the last few years have focu5ed on different 
aspects of language use and language change for the purpose of nation 
building. Scholars have been dealing with "deliberate language change" 
performed either on the code, speaking patterns or both, within a par­
ticular speech community [Rubin and Jernudd 1971:xvi]. In this paper 
there is a discussion of changes in both code and speaking patterns as 
related to the onomastic system in the Republic of Zaire. The goal of 
this discussion is to point out and explain the relevance of onomastic 
systems to language planning for the benefit of ethnographic studies. 
The view taken here is that, since the onomastic systems reflect conven­
tionalized practices in given societies, they must be planned in such 
a way that they will preserve and maintain their cultural identity. 

2. Background 

The problem of proper names for persons and places has been one of 
the crucial issues in the national affairs of Zaire, but has received 
very little space in the literature which focuses on the sociolinguistic 
problems of the country. Most writers concentrating on these language 
problems have mainly paid attention to general aspects of the sociology 
of language, such as the possibility of a "national language", standard­
ization, language problems as reflected in the education system, and 
communications in the broad sense of circulation of information, etc. 
(see [Alexandre 1967; Mateene 1964, 1967; Polome 1963, 1968]). As an 
example, it was in 1974 that the first National Seminar of Linguists 

IThis is a slightly revised version of the paper which I presented 
at the 8th Conference on African Linguistics. I would like to acknowledge 
Profs. Ben Blount, Brian Stross, Hazel Carter and Joel Sherzer for their 
constructive comments. Due to space limitations and the scope of this 
paper, it wasn't possible to make revisions in accord with all of the 
suggestions given. These comments and suggestions, hOWever, will be 
incorporated in an expanded version of this paper. Many thanks to my 
friend Sukari Salone for her assistance in preparing the final text for 
publication. 
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of Zaire was held at the National University of Zaire (Lubumbashi campus) 
to examine: 

a. The promotion of the national languages in the framework of 
Zairian nationalism of resorting to authenticity; 

b. the teaching of languages in Zaire (teaching of Zairian lan­
guages, teaching in Zairian languages and teaching of foreign languages 
in Zaire); 

c. research on Zairian languages and perspectives for the future; 
d. standardization of the orthography of the Zairian languages; 
e. creation of the national Society of Linguists of Zaire. 

As mentioned above, this was the first time that concerted efforts were 
made to analyze in a preliminary framework the current sociolinguistic 
situation in the country. However, no particular attention was paid to 
the area which constitutes the topic of the present study. 

A brief look at the literature on onomastic systems in the world 
reveals that this domain has alw~s been of concern, and for various 
purposes. R. Ferguson was concerned about the etymology of family 
names in France, England and Germany as they were related to the Teutonic 
name-system. He pointed out that: 

The etymology of proper names is the only branch then of the sub­
ject which can in any sense be called popular; for what men, even 
of those who care not to enquire the origin of the language they 
speak, feel some interest or curiosity in knowing the meaning of 
the names they bear. [1864:3] 

A. Dauzat illustrated the psychological, social and linguistic relevance 
of proper names in addition to the classificatory distinction between 
individual and collective names [1925:6-13]. The geographical nomen­
clature of the Kwakiutl Indians of British Columbia, as analyzed by F. 
Boas [1964:l71-176],furnishes a good example of the ethnographic value 
of proper names. His effort showed that those geographical names were 
a reflection of both cultural patterns and linguistic potential. 

Th~ importance 
has been reported by 
names to offspring. 

of names in the maintenance of social structure 
Radcliffe-Brown about the Chinese method of giving 
With this method, everyone has three names: 

The first is the lineage or family name; the second indicates 
the generation to which he belongs; the third is his distinc­
tive personal name. From the second part of the name any 
member of the lineage can tell to which generation any parti­
cular individual belongs." [1950:14] 

Thus, their system not only helps them to maintain the distinction be­
tween generations, which is an important feature of social structure, 
as explained by the author, but also has some implications for the rules 
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of marriage1 . Therefore, it appears evident that such a syste;r. of naming 
ib a strl..i.ctured process ha-ving i~s own social value among other insti tu­
tionali zed behaviors in this particulru" cO,llLlUni ty. 

In his description of +.he modes 0:':· Ii velihood of the Nuer people 
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in East Africa, Evans-Pritchard [1940] has shown the social value of 
cattle as it is directly Dlanifested in the onomast~c and greeting systems. 
This should not be surprising for those familiar with the role playec by 
cattle among the Nuer. Indeed t;,e latter, as explained by Evans-i'ritchard, 
take some of their names from "Che cattle t,=rminology (ox-nmnes) and it 
is the latter ~"hich are favored in sa~1.;.tatiolls. 30th ":!attle names and 
ox-names of people are used in song and poetry [1940:45-49]. In another 
paper, "Nuer modes of address", [1964:221] he clearly 6.escribed the 
importance of names and titles of address among the Nuer by pointing o'eli; 
tho.t "they symboli ze a man's social position in relat~on to the :people 
around him, so that, by the use of one ar oth0r of them, the status of 
the speaker to the persan add.ressed is readily recognized." 

T:le importance of n=es in this particular society was not only 
limi ted to the cattle terminology and their interaction with socLll events, 
but names also appeared to play a key role in the ~;uer:onception of time 
a11d space and in reference to their age-set system. The names given to 
years, for instance, reflected some crucial events that hA.ve marked the 
life of the group (floods, pestilences, famines, wars, etc.) [1940:105]. 
Evans-Pritchard's effort was to draw attention ~o this onomastic system 
and show that "a study of the dominant interest of the Nuer might be 
app.roached from this angle." [191+0: 48] 

G. Nissim [1973] has approached a nunilier of African societies in 
Chad, Togo, Cameroon, Mali, and Upper Volta trying to show how traditional 
names reflect the sl,iri tual relationships between God ana. people. {l.. B. 
Weiner [1976] has described the naming process which denotes an aspect of 
the Trobria..'1.d cultural identity. 

_Vi th regard to Zaire, one might refer to '3. 'brief analysis made by 
E. Folom~ [1958] in which he s~ows the ethnQ~raphic meanings of some 
selected personal names aDlong the Bakongo of Lower Zaire, Batetela-Bakusu 
of Sankuru and Maniema, and BRluba of Kasayi and Northern Shaba. Faik­
Nzuji [1974] has also attempted to look at the origin, n8J<ling processes, 

2Radcliffe-Brown explains that the Chinese rule of exogamy prevents 
persons with the same surname from marryins each other: "Since such names 
are partilineally inherited and therefore the two persons of one name may 
be supposed to have had an ancestor in common, though it may be three 
thousand years aso" [1950:67]. Also in his On Jol:ing Relationships [1940], 
reprinted in Radcliffe-Brown [1952: 102], he has shown the importance of 
names in t.he maintenance of the socia: structure. 
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grammatical and semantic structures of some selected personal names among 
the Baluba of the Kasayi region. 

In all of the studies mentioned above, there is an obvious recog­
nition of the relevance of onomastic systems to the sociolinguistic situ­
ations in various parts of the world. However, there has not been any 
direct relationship that I am aware of between the current theories and 
practices in language planning and onomastic systems of any particular 
population. To ignore this domain of the culture is to miss an important 
aspect of the ethnography of its speech community. Thus, an effort 
is made in the present analysis to show that proper names play a key role 
in a speech community as "linguistic indicators" of socialization. In 
this approach some aspects of the planning as they were implemented and 
cultivated in Zaire will be presented, namely the problem of the name 
of the country itself, the problem of "Western first names", names of 
foreign peoples which were given to towns, streets and historical sites, 
and finally changes made in the greetings, terms of address and names of 
administrative divisions will be examined. 

3. Name of the Country 

Before 1885, the "Congo Basin,,3 was not a unified country as it is 
at present. At that time, there were various kingdoms and states which 
occupied this huge territory. In May, 1885, the Berlin Conference deter­
mined the partition of the continent between the existing powers, and 
Congo Free State was founded. The new entity included then all of the 
independent and autonomous kingdoms and states. The name Congo was 
actually the name of the kingdom of the BaKongo group. The choice of 
the name Congo for the whole territory might have been a result of the 
close contacts which this group had established with Westerners long be­
fore they went into the interior of the country. For instance, E. Polome 
[1968:297] has mentioned tha.t "Kikongo" was the first Bantu language known 
to Europeans. Obviously, the name "Congo Free State" was a reflection of 
the socio-political situation between the country and the western powers 
at the time. Under this name cccurred one of the worst forms of colon-
ization ever recorded in the world (see Leo Frobenius [1907] in B. 
Davidson [1964:364-365]). 

A few years later, development in the European political and econ­
omic arena, and especially the need for permanent exploitation of the 
country, brought changes in the Belgium--Congo Free State relationship. 
Thus, on September 9, 1908, after twenty-three years of existence, the 
Congo Free State was annexed to Belgium as a colony [Bustin 1963:29]. 
This change was manifested in the name of the country: Congo Free State 
became Belgian Congo. It is this name which was associated with the 

3The historical background is provided by Bustin [1963]. 
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country for half of this century, and which identified the country with 
the colonialists. The independence of the country on June 30, 1960, from 
Belgian rule, naturally affected the name of the country again. The 
latter was renamed The Republic of the Congo (Leopoldville). Notice 
that it was necessary to specify ~oldville since there was another 
Republic of the Congo (Brazzaville) across the river. In fact, this 
confusion was partly a result of the arbitrary establishment of the 
present political boundaries in the continent. However, since 1960 
there have been variations and changes in the naming of the country. 
The Republic of the Congo (Leopoldville) did not last long. Thus, after 
a painful period immediately following Independence Day, the name of the 
country was changed from the Republic of the Congo (Leopoldville) to 
Democratic Republic of the Congo (Leopoldville). Here the change was 
mainly the addition of "democratic". Shortly after, Leopoldville was 
substituted by Kinshasa. The substitution of Kinshasa for Leopoldville 
characterizes the first attempt by the government to recover the authen­
tic name of the region. The name Leopoldville remained in historical 
records. However, recently (1971) there has been a radical change in 
the name of the country. The Democratic Republic of the Congo (Kinshasa) 
was changed into the Republic of Zaire. One realizes how much infor­
mation is contained in the different names of this country. These names 
reflect and constitute an index of the various socio-political events 
which have marked the history of the country and its people. 

The change of name to the Republic of Zaire occurred on October 27, 
1971. This date, in fact, is one of the historic moments of achievement 
of the 'Second Republic' led by President Mobutu Sese Seko. The word 
Zaire is a 15th century Portuguese mispelling of the authentic Kikongo 
word 'Zadi'. The latter was the traditional name of the national river4, 
which is thought of as the symbol of Zairian unity. The change of the 
name in 1971 happened at a time when Zairian peoples were in search of a 
new spirit and revival of authentic traditions which would express the 
national identity. Since the former name (Congo) became synonymous with 
anarchy, secession, rebellion and various types of disorder, it was an 
effective action to change this state of mind. This change coincided 
with the 6th anniversary of President Mobutu Sese Seko's regime, and was 
part of a mental decolonization process undertaken by the government. 
Thus, the change of the name had strong psychological effects on the popu­
lation. The mass media, especially the radio stations, reinforced the 
implementation and participated intensively in the cultivation of this 
reform. In connection with the government programs (lectures, speeches, 
etc.), the media helped quickly to erase the former name in the national 
vocabulary (except, of course, for the nostalgic people who would rather 
have seen the former situation be perpetuated). 

4From the Shaba region to Kisangani, the river is r.alled Lualaba, 
but from the Kisangani region to the Atlantic Ocean it is called Zaire. 
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4. Individual Names 

For those familiar with the ethnographic literature on African 
societies, the role of personal names in socialization is not a mystery. 
The individual names very often reflect the interaction of people and 
t:1eir environment. Social relationships and spiritual life are expressed 
through these names. This is by no means a peculiarity of African 
societies. In the works cited above, one will find the same type of 
correlations in other societies throughout the world. However, the ob­
jective here is to show their relevance to language planning. 

The change of the name of the country was not an isolated fact. It 
was part of a decolonization process, led consciously by the govern­
ment in accord with Zairian nationalism. Along with the country, all of 
the streets, cities, and country sites which were formerly given colonial 
names were changed. All of these places, streets or sites, recovered 
either their traditional names, that the Belgians had minimized or receiv­
ed new and authentic Zairian names. The lyrics and melody of the nation­
al hymn were also changed. These reforms in language use were launched 
in order to regain the national identity. It would be alienating (in the 
Zairian context) to maintain colonial names which through their nature 
remind people of those dramatic years of disruption. 

Not only were the streets, cities, parks, lakes and buildings de­
baptized, but western "first names" such as Alexis, Jean, Pierre, Andre, 
Anne, etc. were also abolished for the Zairian people. In fact, this 
system which was imposed on the population by the missionaries and the 
colonial administrators did not fit into the traditional African ways 
of naming children. Unfortunately, the authentic African names were 
symbols of paganism for the earlier missionaries. 

Faik-Nzuji [1974J has suggested for 
coinage is a result of a socio-cultural 
fact; 2} their analytic interpretation 
tic analysis [1974:3-4J. Examples: 

'the oldest twin' 

'the youngest' 

Luba personal names that: l} their 
motivation, and not a random 

should proceed by a morpho-seman-

Mbuuyi 

Kanku 

Muswamba 'the child born after twins' 

Kabishr 'premature child' (derived from the adjective 

-bishi 'raw' ) 

However, let us note that not all of the proper names have a particular 
meaning in the community. For instance, she gave some personal names 
such as Mp66yr, Odya and B66yr which apparently do not have any 
structural relationship to other elements of the Luba language, but which 
have been recognized by the speech community and transmitted as proper 
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names [1974:4). Although she did not expand her analysis, she has never­
theless indicated the functional role of those personal names. 

Of special interest here is the "reincarnation" process in Luba 
naming, which she observes is most generally used. Two aspects charac­
terize this process: namely, the "re-birth" and the "power of the name". 

The re-birth essentially consists of the belief that the newborn is 
one of the ancestors who has come back. Thus, his names should be 
given to the child, and in so doing, that ancestor (i.e. his memory) is 
perpetuated. In many cases this name will influence the behavior of 
the parents toward the child in social contexts, depending upon the 
structural relationship between the ancestor, whose name was given to 
the child, and the child's parents. Notice that the notion of "reincar­
nation" has also been reported by Radcliffe-Brown [1950:20) among the 
Henga, in connection with the process of giving the name of a grandparent 
to a grandchild. 

The power of the name consists of the belief that the name repre­
sents the soul of the individual. Therefore, to inherit or to 
receive someone's name, is to inherit or receive at the same time his 
qualities, faults and even his destiny [Faik-Nzuji 1974:7-8). It is 
not the purpose of this paper to examine these aspects of personal 
names in detail. However, they are relevant, and the subject of a pro­
jected systematic analysis of the correlation between names, individuals 
and social interactions in Zaire. The account given here is a simpli­
fied description of more complex social phenomena supporting this ana­
lysis. 

Besides the reincarnation process, there are additional processes 
relating to the birth or conception circumstances which have important 
ritual functions in the community. Thus the system of "first names" 
referred to above was completely inappropriate. Moreover, in many cases, 
these first names were last names of some foreign citizens in their own 
culture. Therefore, the authorities decided to stop these alienating 
practices. In order to convince people of the decisions, the President 
himself gave the example by changing his identification from Joseph 
Desire Mobutu to Mobutu Sese Seko Kuku Ngbendu Wa Za Banga. Reforms in 
individual names occupied a large space in the key issues of the country 
for a long period of time. 

Resistance from the Church, which saw language reform as an attempt 
to interfere with its missions, led government officials to deliver many 
popular speeches which explained the rationale behind these actions. 
The government showed that changes made in the onomastic system should 
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not be taken as actions against religion, since faith cannot be identified 
with a particular type of name. The population was then required to take 
only the authentic country names inherited from the ancestors. 

Misleading interpretations and commentaries in Europe made it neces-
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sary again for the government to extend its explanation to the world 
community. Thus, Mr. Sakombi Inongo, then "Commissaire d'Etat" at the 
Zairian Department of Orientation, as a direct representative of the 
President, lectured in Dakar, Brussels, and Paris. This was part of 
the government's program to explain the essence of "Zairian authenticity" 
in general and the rationale behind the changes made in the onomastic 
system. He used the example of the name of the President himself, first 
to give its correct meaning, and secondly to show that the authentic 
names have an ethnographic value for the people. The text below is 
illustrati ve S: 

Thus, there was in Zaire what has been called the first names 
affair and what has been the occasion, in Europe, of comment­
aries either unfavorable or humoristic. Some newspapers suc­
ceeded in giving fanciful translation of the authentic names 
of General Mobutu. Although flattering for the virile char­
acter of our Chief of State, these translations were, no less, 
false. Mobutu Sese Seko Kuku Ngbendu Wa Za Banga. Each name 
has an ancestral reference. Mobutu Sese means the inveterate 
defender of the forefathers' land. Mobutu Seko, the audacious 
warrior who ignores the defeat because his endurance wins. 
Mobutu Kuku Ngbendu, or Mobutu Wa Za Banga means the powerful 
warrior going from conquest to conquest without being stopped. 
There is a Gallic proverb which says "We do not have part to 
the glory of our forefathers unless we force ourselves to re­
semble them." You would not like, Gentlemen, to deny for 
General Mobutu the qualities of courage and force wh~ch, 
according to your own ancestors, he has inherited from his 
forefathers." 

This text is a fragment of the lecture given by Mr. Sakombi lnongo in 
Paris on April 3, 1973 for the French public. It appears to fit well 
with the notion of reincarnation discussed above. 

As one can imagine, the problem of changing names was a serious 
one at different levels of the community. Tremendous efforts were made 
to implement and cultivate these changes. Thus, the reforms took place 
in macro and micro contexts affecting both French (foreign language) and 
the "four national languages". At the macro level, the vocabulary was 
marked by the term "Zaire", which identifies three realities, namely: 
the country, the currency and the river. Administrative divisions left 

SThe original text may be found in Sakombi Inongo [1973]. In the 
translation given here, an effort has been made to remain as close as 
possible to the original version. Some other data on the problem of 
names in general may also be found in "Le MPR a. Six Ans", May 30, 1973. 
Kinshasa, Department of Orientation. 

240 

sary again for the government to extend its explanation to the world 
community. Thus, Mr. Sakolllbi Inongo, then "Commissaire d'Etat" at the 
Zairian Department of Orientation, as a direct representative of the 
President, lectured in Dakar, Brussels, and Paris. This was part of 
the government's program to explain the essence of "Zairian authenticity" 
in general and the rationale behind the changes made in the onomastic 
system. He used the example of the name of the President himself, first 
to give its correct meaning, and secondly to show that the authentic 
names have an ethnographic value for the people. The text below is 
illustrati ve S: 

Thus, there was in Zaire what has been called the first names 
affair and what has been the occasion, in Europe, of comment­
aries either unfavorable or humoristic. Some newspapers suc­
ceeded in giving fanciful translation of the authentic names 
of General Mobutu. Although flattering for the virile char­
acter of our Chief of State, these translations were, no less, 
false. Mobutu Sese Seko Kuku Ngbendu Wa Za Banga. Each name 
has an ancestral reference. Mobutu Sese means the inveterate 
defender of the forefathers' land. Mobutu Seko, the audacious 
warrior who ignores the defeat because his endurance wins. 
Mobutu Kuku Ngbendu, or Mobutu Wa Za Banga means the powerful 
warrior going from conquest to conquest without being stopped. 
There is a Gallic proverb which says "We do not have part to 
the glory of our forefathers unless we force ourselves to re­
semble them." You would not like, Gentlemen, to deny for 
General Mobutu the qualities of courage and force wh~ch, 
according to your own ancestors, he has inherited from his 
forefathers." 

This text is a fragment of the lecture given by Mr. Sakombi Inongo in 
Paris on April 3, 1973 for the French public. It appears to fit well 
with the notion of reincarnation discussed above. 

As one can imagine, the problem of changing names was a serious 
one at different levels of the community. Tremendous efforts were made 
to implement and cultivate these changes. Thus, the reforms took place 
in macro and micro contexts affecting both French (foreign language) and 
the "four national languages". At the macro level, the vocabulary was 
marked by the term "Zaire", which identifies three realities, namely: 
the country, the currency and the river. Administrative divisions left 

SThe original text may be found in Sakombi Inongo [1973]. In the 
translation given here, an effort has been made to remain as close as 
possible to the original version. Some other data on the problem of 
names in general may also be found in "Le MPR a. Six Ans", May 30, 1973. 
Kinshasa, Department of Orientation. 



by the colonialists, such as "chefferies", "communes", "provinces" (see 
E. Polome [1968: 295-298]), were respectively substituted by "collecti v­
ities", "zones" and "regions". Their respective colonial names such as 
"Elizabethville", "Leopoldville", etc. were changed to "Lubumbashi", 
"Kinshasa", etc. For one's spatial orientation, these changes have an 
obvious importance. 

5. Greeting System 

At a micro level (in social interactions) besides the reforms in 
the system of first names, some terms used in the greeting system (terms 
of address) and correspondence were changed.. Thus, French terms such 
as "monsieur", "madame", "mademoiselle" were respectively substituted 
by"citoyen/citoyenne". The term "citoyen" also replaced titles such 
as "Son Excellence". The feminine form "citoyenne" reduced the social 
distinction between madame/mademoiselle. It is interesting to notice 
the complexity of these language changes in a multilingual society like 
Zaire. Code switching and language planning would be crucial to analyze 
in the framework of these reforms. For instance, western first names 
were abolished in favor of native names in Zairian languages. But since 
French is still the official language in Zaire, the changes in adminis­
trative terms and the greeting system have been effected with substitu­
tion of other French lexical items. However, since everyday speech 
behavior is marked by various code switchings (involving all of these 
languages and depending upon specific contexts and status of the speakers,) 
it would not be surprising to find the reforms discussed above reflected 
in the code switchings, especially in the "political vocabulary". 

It is important to point out that these changes have been intro­
duced to affect the Zairian population. As in the case of the titles 
used in addresses, terms such as "monsieur" or "madame" will be employed 
whenever a Zairian interacts with a foreigner, but the foreigner who has 
been in the country and knows about the socio-linguistic rules, would 
be expected to use "citoyen(ne)" when replying. Among Zairians themselves 
only the latter form is used. All of these variations in the sociolin­
guistic situation have been extensively exploited by the radio stations 
for their implementation as already mentioned. The President himself 
spent months travelling throughout the various regions in an effort to 
implement the new language policy and at the same time to evaluate its 
efficacy. 

6. Discussion 

This paper has sought to point out an aspect of language use which 
seems neglected in the literature on language planning. Proper names 
and terms of address are so involved in everyday activities that people 
take them for granted. In Zaire, personal names do not merely distinguish 
people from each other; they also operate as "linguistic indicators" of 
socialization, in that they are usually representative of various social 
relationships within a family. At a more general level, they play an 
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indexical role reflecting the sociocultural changes or events in the 
community. 

It is believed that from a systematic examination of onomastic 
systems in countries which, like Zaire, rely upon oral traditions, 
further insights could be gained about social organization. 

The relevance of this paper lies in its implications for a general 
analysis of the sociolinguistic situation in countries facing the prob­
lems of "nationality planning" [Fishman 1974:84]. Decisions made by 
the Zairian government concerning language use as a national resource, 
were politically motivated, but naturally linguistic ones. The impor­
tance of these changes in the verbal repertoire is also indirectly felt 
in the economy, as can be seen once one imagines that to change the 
name of the country, sites, buildings, streets or personal names requires 
consequently the change of those names in official documents, business 
documents, new identification cards, maps, etc. 

It has been documented here that the Zairian onomastic system re­
flects the history, culture and the socio-political events which have 
marked the national scene. However, it is amazing and sometimes disap­
pointing to realize that most of the planners have not noticed the im­
portance and the linguistic nature of the political decisions made in 
this domain. Hopefully, more attention will be paid to these changes 
which have been successfully carried out in the permanent search for 
the recuperation and affirmation of the national identity. 
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