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FOREWARD

The papers in this volume were presented at the Fifteenth Conference on
African Linguistics, held at UCLA from March 29-31, 1984. Though the papers
here are called "précis", they are really full papers. Authors were given a
2000 word limit, which allowed them to not only write a substantive text, but
also to include a generous number of examples, tables, etc.

Inasmuch as the volume does not include all the papers presented at the
conference, we have chosen not to call it a '"proceedings'. However, if the
purpose of a proceedings is to reflect the general range and quality of papers
presented at a conference, this volume achieves that goal. Of the 89 papers
presented at the conference, 65 are included here.

If the papers here are a representative of the current state of African
linguistics, it is indeed a dynamic field. Of the language families native to
the African continent, only Khoisan is not represented. 1In addition, there are
several papers on European-based creoles which African languages have influ-
enced. Besides papers covering all the major "traditional" fields of linguis-
tics, i.e. phonetics, phonology, morphology, syntax, semantics, and historical
language change, there are a number of papers from 'hyphenated" fields, e.g.
socio-linguistics and psycho-linguistics. Orientation ranges from the purely
descriptive to the highly theoretical. Even among the theoretical papers,
there is considerable diversity, e.g. in syntax there are papers representing
the government binding, relational, and generalized phrase structure approaches,
among others.

In short, we believe that for anyone who wants to learn who is doing what
in African linguistics today, this volume is a good place to start.

Russell G. Schuh
Los Angeles, December 15, 1985
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SOME THEORETICAL ISSUES IN BORROWING AND CODE-SWITCHING

F. Niyi Akinnaro
University of Ife, Nigeria

0. Introduction

Drawing upon Yoruba-English bilingual data, this paper provides explana-
tions for lack of ri-orous distinction between borrowing and code-switching
(§1) and suggests four main ways of establishing the distinction between the
two (§2.) In conclusion, an argument is proposed for the relevance of studies
of borrowing and code-switching for linguistic theory (§3).

1. Borrowing and Code-Switching

Rather than provide a comprehensive review of previous studies of borrowing
and code-switching, emphasis is placed on major shortcomings of previous at-
tempts to distinguish between the two processes. The first shortcoming is that
of orientation: no one has explicitly made the distinction between borrowing
and code-switching the primary goal of analysis. Rather, only ad hoc distinc-
tions have been made within the context of a general discussion of either bor-
rowing or code-switching, thus making classification a secondary issue [Hau;:n
19503 Pfaff 1979; Goke-Pariola 1983],

The second shortcoming stems from failure to account for variation in in-
formants' level of bilingual competence. This is an important issue because
borrowing and code-switching imply vastly different claims about the competence
of the individual speaker: borrowing may occur in the speech of those with on-
1y monolingual competence, whereas code-switching implies some degree of compe-
tence in at least two languages. Such variation in levels of bilingual compe-
tence has serious implications for the rate and extent of morpho-phonological
adaptation of borrowed or switched items: morpho-phonological adaptation is
obligatory for monolingual speakers, whereas bilingual speakers may or may not
adapt borrowed or switched items to the structure of the recipient or matrix
language. This calls into question the status of morpho-phonological adapta-
tion of borrowed items as a criterion for distinguishing between borrowing and
code-switching.

The third, and perhaps most crucial, shortcoming arises from over-concen-
tration on the surface features of linguistic structure. Many investigators
have based the distinction between borrowing and code-switching on the phonolo-
gy, morphology, and surface syntax of particular utterances considered in iso-
lation, neglecting macro-sociological and socio-pragmatic issues underlying
surface linguistic behavior. 1In this approach, borrowing is viewed essential-
ly as a lexical operation, whereas code-switching is regarded as a syntactic
phenomenon [Reys 1974]. There are several loopholes in this approach. First,
the association of switching but not borrowing with internal syntactic struc-
ture ignores the generally recognized possibility of borrowing not only idio-
matic phrases but also full scale morphological and syntactic features from
another language [Gumperz and Wilson 1971; Pfaff 1979]. Second, there is no
agreement as to the classificatory status of foreiyn iters in speech as they
occur in both borrowing and code-switching (see Pfaff [1979] for a review),
thus making it difficult to distinguish between the two (see, especially, Goke-
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Pariola [1983]).

Some further comments should be made about the relationship between borrow-
ing or code-switching and morpho-phonological adaptation. First, morpho-phono-
logical adaptation is mediated by numerous factors, including speaker's level
of bilingual competence, interlocutor, topic, and context of speech. For exam-
ple, the pronunciation of the Yoruba word buredi ‘'bread' varies from the ful-
ly adapted form, [blrédi] , to the unadapted English original, [bred] . The
former is found in the speech of nonliterate, monolingual Yoruba speakers,
whereas the latter is found in the speech of literate, bilingual Yoruba speak-
ers of English. However, this is not an absolute distinction since literate
bilinguals sometimes use the fully adapted form when speaking to non-literate
monolinguals, especially in situations where it may be offensive to sound lit-
erate.

Second, the degree and perceptibility of morpho-phonological adaptation
vary according to the genetic and typological distance between the languages in
contact. For example, Hausa loan words require less adaptation than English
loan words in Yoruba.

A third comment concerns the extent of morpho-phonological marking required
in "language [incorporated] borrowing'" as opposed to "speech [spontanecus] bor-
rowing" [Grosjean 1982:308]. It is difficult to predict the degree of morpho-
phonological adaptation of loan words largely because the process that leads to
language borrowing and the adaptation of borrowed items to the structure of the
recipient language is very complex. Thus, although full integration of borrow-
ed items is often accompanied by morpho-phonological adaptation, spontaneous
borrowings, too, may be adapted, even on first usage. Besides, there are inte-
grated borrowings that are unadapted [Saville-Troike 1982:67], whereas sponta-
neous code-switching may be accompanied by phonological and lexico-grammatical
adaptation as in Yoruba-English code-switching [Goke-Pariola 1983}, Further-
more, the relationship between morphological adaptation and lexical incorpora-
tion is gradient, and depends on the functional load of morphological marking
for different syntactic categories. For example, it has been found that there
is a higher degree of morphological adaptation for verbs than for other syntac-
tic categories because of the "functional load" and "centrality" of the verb in
the sentence [Pfaff 1979:298].

2. Distinguishing Borrowing from Code-Switching

From the foregoing, it seems that the indeterminacy of the distinction be-
tween borrowing and code-switching rests on the fact that macro-sociological
and socio-pragmatic issues (which often go beyond the particular utterance) are
involved. Because of the relevance of degree of bilingual competence to these
issues, a necessary preliminary step toward distinguishing between borrowing
and code-switching is to define bilingualism. For present purposes, a bilin-
gual speaker might be described as a person who can express himself in sponta-
neous, intelligible sentences in at least one language in addition to his first
language.

The first criterion for distinguishing between borrowing and code-switching
rests on the distinction between mono- and bilingualism, and the theoretical
question to ask is, "What is the level of bilingual competence required of a
speaker before he can use a borrowed item or code-switch?" As indicated above,
individual bilingual competence is not required for borrowing to take place,
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whereas it is obligatory for code-switching, as in the case of monolingual Yoru-
ba speakers who make use of borrowed items in their speech, whereas only liter-
ate, bilingual Yoruba speakers can code-switch, in addition to making use of
loan words.

While the above classificatory criterion is targeted at the competence of
the individual speaker, the second criterion has to do with the number of gram-
mars involved. The main argument is that borrowing prototypically involves on-
ly one grammar (except where the borrowed items are fixed phrases or idiomatic
expressions), whereas code-switching involves at least two grammars. A caveat
must, however, be added because the distinctiveness of the two grammars is of-
ten mediated by several factors, including genetic and typological relation-
ship and the degree of lexico-grammatical adaptation involved in code-switch-
ing. Where lexico-grammatical adaptation is minimal as in Spanish-English
code-switching [Pfaff 1979], the two grammars are often very distinct, where-
as the distinction between the two grammars is often very blurry where there
is a great deal of lexico-grammatical adaptation as in Yoruba-English code-
switching [Goke-Pariola 1983]. 1In the latter case, the tendency is to conclude
that only one grammar—that of the matrix clause—is involved. However, such a
conclusion would be neglecting cases in which code-switching involves juxtapo-
sition of syntactic constructions (complex noun or verb phrases, whole clauses,
etc.) whose analysis would require a recourse to two separate grammars. This
is not to say that mono-grammar explanations of code-switching are not plausi-
ble, but to point out that such explanations ofen rely on data in which switch-
ed items operate largely at a lexical rather than syntactic level. Since dual-
grammar explanations of code-switching automatically subsume lexical switching,
they seem to account for all the facts without leftovers.

The third classificatory criterion is degree of substitution: given L, as
the indigenous language of a speech community and L, as the language in contact,
it is often possible to render code-switched passages in either of the two lan-
guages, whereas equivalent terms are often not available in L, for items bor-
rowed from L,. Hence, it is often difficult to find lexical substitutions for
loan words in the borrowing language, and where substitutions exist, they often
post-date the borrowed items in the lexical history of the borrowing language.
For example, there are no equivalent terms for the following loan words in Yo-
ruba: bldrdd! ‘'bread', gddlU 'gold', sfkdfl ‘'scarf', wlfgl 'wig', and
t4bf1Y 'table', whereas the code-switched passage, Girl yen O make é at all ,
can be rendered in either English or Yoruba:

English: That girl does not make it at all.
Yoruba: Omobinrin yen O se ddadda rédra.
The English and Yoruba sentences are, of cours, inherently polysemous, specific
meanings heing essentially context-dependent. This underlines the fact that
the main objective of code-switching is to give socio-pragmatic rather than ref-
erential information. This leads us to the fourth criterion.

The final criterion to be discussed here is that of functional classifica-
tion. The theoretical question to ask is, "What is the primary function of par-
ticular L, items in an otherwise L, utterance?" The distinction to look for is
that between referential and socio-pragmatic meaning. It is suggested that
while borrowing serves primarily referential functions, providing labels for
concepts, objects, and ideas that have no antecedents in the borrowing language/
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culture, code-switching serves primarily socio-pragmatic functions. Thus in
the Yoruba sentence, mo fée je blréd! 'T want to eat bread', the borrowed
item, bdréd} , refers uniquely to the object 'bread', whereas in the sentence
girl yen & make & at all , the switched L, items ( girl , make , and at all )
may have been introduced for a variety of socio-pragmatic reasons: to show
off, to cut off a monolingual participant in the conversation, to specify a
particular addressee, to reiterate a message, to deliver an ambiguous message,
etc. Viewed in this sense, borrowing is a word or clause level phenomenon,
whereas code-switching is ultimately a matter of conversational interpretation,
so that the relevant inferential processes are strongly affected by contextual
and socio-cultural presuppositions. Furthermore, in code-switching, "it is the
juxtaposition of two alternative linguistic realizations of the same message
that signals information, not the propositional content of any one conversation-
al passage' [Gumperz 1982:84],

3. Theoretical Implications

The theoretical implications of the preceding observations about the rela-
tionship between borrowing and code-switching are twofold. First, the distinc-
tion between borrowing and code-switching sensitizes us to variations in degree
of communicative competence and, especially, the distinction between mono- and
bilingualism. Borrowing and code-switching imply vastly different claims about
the competence of the individual speaker. A synthesis of research on the rela-
tionship between borrowing and code-switching should, therefore, give us fur-
ther insight into the nature of, and variation in, communicative competence.

Second, syntactic analyses of switched passages often involve at least two
grammars, thus extending the possibilities of syntactic knowledge beyond the
provisions of the conventional mono-grammar analysis. Two main views have
emerged regarding the nature of code-switching grammar (see Akinnaso [1981] for
more detailed review).

In one view, represented by Samkoff and Poplack [1980], a code-switching
grammar must exist which makes it possible for code-switching to take place as
quickly and fluently as it does in spontaneous conversations. It is argued
that the constituents juxtaposed in intrasentential switching are too intimate-
ly related to be generated separately by the rules from two distinct grammars.
This view must, however, be distinguished from the tone that identifies the
code-switching grammar with that of the matrix sentence [Goke-Pariola 1983].

In another view, represented by Woolford [1981], it is not necessary to
postulate a grammar specific to code-switching. Rather, the two monolingual
grammars co-exist, allowing the bilingual speaker to switch back and forth be-
tween grammars and to draw phrase structure rules freely from either language.
The lexicons and word formation components of the two grammars remain entirely
separate from each other. When phrase structure rules are the same in both
languages, the nodes may be filled freely from either lexicon; however, when
the nodes are created by a rule that exists in only one of the languages, they
must be filled from the lexicon of that language.

Borrowing and code-switching are among the major legacies of those who live
with two languages. At the bilingual community level, borrowing and code-
switching constitute an integral part of the language varieties and communica-
tive norms developed by the speech community. Since bilingualism and language
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contact are the rule rather than the exception today, more attention should be
paid to the theoretical and practical implications of the major sociolinguistic
consequences of language contact, viz., borrowing and code-switching.

REFERENCES
Akinnaso, F. Niyi. 1981. '"One tongue or many tongues: theoretical and prag-
matic issues in multilingual code-switching.'" Paper presented at the

24th Annual Meeting of the African Studies Association held at Indiana
University at Bloomington, October 24-27, 1981.

Goke-Pariola, A. 1983. 'Code-mixing among Yoruba-English bilinguals."
Anthropological Linguistics 25:39-46.

Grosjean, F. 1982. Life with Two Languages: An Introduction to Bilingualism.
Cambridge, Mass.: Harvard University Press.

Gumperz, J. J. 1982. Discourse Strategies. Cambridge: Cambridge University
Press.

Gumperz, J. J. and R. Wilson. 1971. "Convergence and creolization." 1In D.
Hymes (ed.), Pidginization and Creolization of Languages, pp. 151-167.
Cambridge: Cambridge University Press.

Haugen, E, 1950. '"The analysis of linguistic borrowing." Language 26:210-
231.

Pfaff, Carol W. 1979. 'Constraints on language mixing: intrasentential code-
switching and borrowing in Spanich/English." Language 55:291-318,

Reys, R. 1974, "Studies in Chicano-Spanish.'" Ph.D., dissertation, Harvard
University Press.

Sankoff, D. and S. Poplack. 1980. '"A formal grammar for code-switching."
Centro de Estudios Puertorriguenos Working Papers 8:1-55.

Saville-Troike, M. 1982. The Ethnography of Communication: An Introduction.
Oxford: Basil Blackwell.

Woolford, E. 1981. "A formal model of bilingual code-switching." Ms.,
Linguistics Dept., M.I.T.



THE PLACE OF JIIDDU IN PROTO-SOOMAALI

Mohamed Nuuh Ali
UCLA and Somali National University

Linda Arvanites
UCLA

1. The Problem

At the Second International Congress of Somali Studies, C. Ehret and M.
Nuuh Ali presented evidence that there is more linguistic differentiation in
the Soomaali-speaking area than previously described [Ehret and Nuuh Ali 1983].
They proposed a reorganization of the family tree of Omo-Tana. With the excep-
tion of H. Fleming's initial consideration of Bayso [1964], preceding work had
accorded that language a unique relationship with the rest of Omo-Tana: it had
come to be considered the sole constituent of a Northern branch of Omo-Tana
[Heine 1978:8]. By plucking Jiiddu out of obscurity among what have been con-
sidered '"southern Somali dialects" [Sasse 1979:15,19,34], and putting it with
Bayso as one primary branch, as against a second primary branch composed of the
remainder of the Soomaali languages, Ehret and Nuuh Ali cut a swathe through
the confusion which has reigned with regard to "the full array of Soomaali dia-
lects and languages and...delimiting their territorial extent" [Ehret and Nuuh
Ali 1983: Addendum, p.5].

Their grouping of Bayso and Jiiddu has been criticised by M. Lamberti in a
paper at that same conference which emphasized the ties of Jiiddu with a south-
ern Somali dialect cluster he labels "Digil" [Lamberti 1983: sectioms 2, 3.5
and Appendix]. 1In this response to Lamberti's arguments against the validity
of a Bayso-Jiiddu relationship, we examine Lamberti's counter-evidence anew.

We find untenable Lamberti's contention that Jiiddu is properly a "Somali" dia-
lect by virtue of its observance of the '"older" laws of spirantization and pala-
talization, both because of inconsistent argument by Lamberti and because there
is another older law, *a—raising, which Bayso and Jiiddu share and which feeds
the palatalization conditions of Jiiddu. We discuss inconsistent argument in
sections 2ff., and “a-raising in section 4.3.

2. Data and Method

In this examination of sound correspondances between Jiiddu and its neigh-
bors (Garree, Tunni) and geographically distant kin (southwestern Ethiopian
Bayso, Kenyan Rendille), we ask, "Which is the correct position for Jiiddu:
independent language status or southern Soomaali dialect (Lamberti's 'Digil')?"
It is important to stress the languages chosen for comparison. Lamberti [1983:
section 3.5] has argued for a "Digil" unity, classing Jiiddu with Garree and
Tunni., But, in refuting Ehret and Nuuh Ali [1983] he has made reference, not
to these two languages, but to Northern Soomaali. This is inconsistent argu-
mentation; two different sets of correspondences are used, the one to explain a
"Digil" cluster, the other to refute a Jiiddu-Bayso connection. Lamberti's
postulation of a '"Digil" cluster points to closer relations between Jiiddu and
Garree and Tunni than between Jiiddu and Northern Soomaali. His own criteria
seem to demand argument from the standpoint of "Digil" to disprove Ehret and
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Nuuh Ali's stand, vet he has not used such data.

We do not, as has Lamberti, use Northern Soomaali evidence to prove the na-
ture of the Jiiddu-Bayso relationship; we prefer to emphasize the nature of the
Soomaali I - Soomaali III differences through concentration on three of Lamber-
ti's "Digil" dialects.

3. Sources and Terms

The first description of Jiiddu was accomplished by Moreno [1951]. Bayso
has been described by Fleming {1964] and by Hayward [1978-79], which latter is
our main source of Bayso data. Rendille data are from Oomen [1981] and Heine
[1978]. Our data for Garree and Tunni as well as Jiiddu is from C. Ehret's
field notes. We have relied on one of the two Jiiddu dialect forms collected
by Prof. Ehret, which appears tec differ in some respects not only from Moreno's
but also from Lamberti's.

The term Somali refers to the nation and people (unless citing others' use,
in which case quotation marks identify the form), while Soomaali refers to the
historical mother language and to its branches and sub-branches. Thus Soomaa-
1i I is the branch of Omo-Tana containing Bayso and Jiiddu as one sub-branch
and what Heine calls Sam as the second sub-branch; Soomaali II is Heine's Sam,
composed of Rendille as one sub-branch and Soomaali III as the second sub-
branch. Soomaali IIT contains the remainder of the Soomaali languages and dia-
lects, such as Garree, Tunni, Maay, and the Northern dialects. It is Bayso,
Jiiddu, Rendille, Garree, and Tunni which are compared here with a view toward
ascertaining the validity of moving Jiiddu out of southern "Somali" dialect
status.

4. Subgrouping Evidence

Lamberti ascribed to Jiiddu the status of one of the southern "Somali™ "Di-
gil" dialects, because it obeys what he calls "older" sound laws [Lamberti
1983: Appendix A]. These are (i) spirantization of *k to h as in "Somali”
and (ii) palatalization of velars before front vowels as in "Somali'. We pro-
ceed, then, to consider these changes.

4.1. Spirantization. As mentioned earlier, if one describes Jiiddu as a
southern "Somali" dialect, then one is constrained to compare it with speech
groups from the southern Somali area. Accordingly, we use Garree and Tunni to
ippraise Lamberti's contentions about the age and scope of spirantization of

k . If there is such a thing as a "Digil" dialect cluster, then it should be
marked by sharing this "older" law. Earlier "k has spirantized in Jiiddu,
except in the environment of another consonant. In the tables to follow, NC
means no cognate, dashes indicate no form was collected, and parentheses indi-
cate that seeming cognates are actually loans.

;Sheep's dewlap' hulkul 1in Jiiddu is a meat illustration of what happens
to k : initially, this reduplicated syllable shows spirantization, while
the second k , which is post consonantal, remains a stop. Those k 's found
in Jiiddu which are not the result of post-comsonantal preservation are loans,
e.g. kullin 'all', or are reflexes of devoicing of *g , e.g. 'enek
"breast', dik 'blood' [Ehret and Nuuh Ali 1983: Addendum]. Neither Garree
nor Tunni share the change of * to h . This difference does not support
Lamberti, either with respect to a "Digil" cluster or with respect to the "age"
of spirantization. If the "Digil" cluster were a unity at the time of the
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Table 1. Spirantization of *k in Jiiddu

Bayso Jiiddu Rendille Garree Tunni

a) initially
'body' NC hor NC koor kor
b) medially

"brain/crown - masihaa/| NC maskah masqa
of head' maska'

c) finally
"foot' lukka loh luk NC luk

d) no change/

'tooth'  © i 1koo ‘elka i 1ko ilig i Ika

Jiiddu spirantization, then in Table 1 Jiiddu should not be the sole partici-
pant of this change. It appears that spirantization was a matter of indepen-
dent development, then, in Jiiddu and Northern Soomaali: the very limited de-
velopment of spirantization in Northern Soomaali (in Lamberti's [1983:31] words,
"after *e , *a and *o ") cannot be compared to the Jiiddu change, which is
not vowel-triggered. Indeed, Banti's caution in characterizing the outcomes of

k in Soomaali is another form of disagreement with Lamberti's formulation.
Banti notes that one type of *k change takes place "under conditions that
seem to be determined by lexical diffusion rather than by phonological differ-
ences", and that *k ""may become a pharyngeal fricative, i.e. h ...This is
clear in Somali rdh and Rendille rah 'frog' vs. Somali rdk-~e , Oromo
raac-a ..." [Banti 1983:15-16]. (NB: rdh 1is a Northern Soomaali form, rdk-e
a Tunni or Maay form.)

4.2, Palatalization of velars. Examination of this set reveals that Garree

and Tunni do, indeed, share in palatalization with Jiiddu. But before the pres-
ence of palatalization in these three languages is construed as support for a
"Digil" cluster, note that Rendille also participates in the palatalization of
velars before front vowels.

Table 2, Palatalization of velars

Bayso Jiiddu Rendille Garree Tunni
¥k 'bird' Kimbir Jabbere cimbir j:immir [imbir
*3  'knee' gilib jeleb Jjilib ilib jilib

Lamberti has correctly pointed out that Bayso does not participate in this
"older" sound change. But the Rendille example shows that this change was not
limited to Lamberti's "Somali". Moreover, there are cases where Jiiddu lacks
palatalization yet the other languages have it. Compare Jiiddu with Rendille
in the case of 'water':

*  'water' bekee *hehe bice biyye (behe)
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(That the modern Jiiddu form wara was preceded by earlier Jiiddu behe is
surmised from the loanword for that meaning in Tunni, which takes the expected
Jiiddu form.) Palatalization neither helps to group Jiiddu with Bayso (which
lacks it) nor with Lamberti's '"Digil", since the change is not exclusive to
"Digil'". As Heine [1978:13-14] has shown, palatalization of velars before
high front vowels is a Sam (a Soomaali II) level change in Omo-Tana. While
Table 2 shows Jiiddu also has palatalization, it is important to recognize
that this palatalization, as 'water' reveals, is not identical to the Soomaali
II palatalization, since there are cases in Soomaali II where the affrication
of velar stops has applied, which have not been so changed in Jiiddu.

Other sound change evidence further weakening Lamberti's arguments for a
"Digil" unity and simultaneously supporting a Jiiddu-Bayso relationship is
found in "a-raising.

4.3. Raising of *a . In his discussion of pharyngeals, Sasse [1979:36] also
described an Omo-Tana level change for Bayso and Western Omo-Tana of *a-rais-
ing to either e or | 1in the environment of a pharyngeal. The following
shows that this also takes place in Jiiddu. Bayso and Jiiddu have front vowels
from this a-raising, where Rendille, Garre, and Tunni retain older *a .

This shared innovation not only points toward the closer relationship of Jiiddu
and Bayso, it further detracts from the claim for palatalization as an '"older"
law, as we shall see.

Table 3. Raising of *a

Bayso Jiiddu Rendille Garree Tunni

'head' mete midi' matah madah mada

The age of this raising rule explains why the following words are palatalized
in Jiiddu, but not in the rest of the languages where palatalization occurred:
the original *a had been raised in Jiiddu, but not in the rest.

Table 4. New Jiiddu environments for palatalization

Bayso Jiiddu Rendille Garree Tunni
'name’ mege miji' magah ma'ag maga
'hand/arm' gene Jini' -- ka'an gana'

5. Conclusion

We have shown that there is a rule older than palatalization in Jiiddu:

a-raising. If this latter were not older than palatalization, the Jiiddu col-
umn in Table 4 would have had velars followed by front vowels (from a-rais-
ing), ungalatalized velars in the environment which created palatals! This
shared “a-raising in Jiiddu and Bayso counters the case for a "Digil" cluster
by demonstrating that both palatalization and spirantization were changes which
proceeded in Jiiddu separately from the partially parallel changes in the Soo-
maali II, or Sam, branch, although areal influence may have helped to motivate
in one case or the other.

The Jiiddu palatalization in its particulars (the non-occurrence in 'water'
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and the unique occurrences in Table 4) reveal that there is little ground, us-
ing this velar palatalization, for Lamberti's placement of Jiiddu in "Digil",
since (i) this change is not unigue to "Digil", and (ii), given that Jiiddu
palatalization was preceded by a-raising, which fed it, while the Soomaali II
palatalization was not so affected, the changes are not identical. 1In other
words, palatalization in Jiiddu had to have occurred after the separation of
Jiiddu from the rest of Soomaali.

[Without the generosity of Professor Christopher Ehret, who provided his time
as well as his personal field notes, this paper would not have been possible.
We thank Prof. Ehret while we hasten to add that any errors to be found herein
are wholly our own device.]
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ON THE REALITY OF VOWEL COALESCENCE IN YORUBA

Oladele Awobuluyi
University of Ilorin

All the cases of vowel coalescence reported in the literature so far follow
the same pattern when considered from the standpoint of the outputs of the pro-

cess: such outputs are always vowels in both the front and back series. Thus,
in Swahili the vowels /a/ and /I/ coalesce to produce /e/ , a front vowel,
while /a/ and /u/ coalesce to produce /o/ , a back vowel. Similar occur-

rences have been reported for Kasem (Chomsky and Halle [1968:358-364], follow-
ing Callow [1965]), Owon Afa [Awobuluyi 1972], and Xhosa [Aoki 1974].

It would appear, however, that that is not the only possibility in language.
There is evidence to suggest that Standard Yoruba not only displays vowel coa-
lescence, as recent literature on the phonology of the language fails to indi-
cate, but also features output vowels belonging to the back series only. The
relevant data are exemplified below:

1) i. o ni Ykéde olukéde
agent possess announcement 'announcer'
ii. o ni Yya olluya
agent possess suffering 'ill-starred person'
iii. Vso kf 1so Ysokdso
saying any saying 'foolish/loose talk'
iv. Ywa kf Twa Twakiwa/Twikfwd
habit any habit 'bad habits, any habit'
v. ibi 1 jokdd bl jokdd
place sitting 'seat’
vi, Ibi Tgbé iblighé
place habitation 'abode, residence'
vii. a rf ogbd ardgbd
agent see old-age elderly person'
viii. oji 14 igba b)Y 1dgba
forty be-in-  two hundred 'two hundred and forty'
excess
ix. o se T won Ssliwon
agent be measurement 'unit of measurement'
x. Jé 1ba Jba
pay homage 'pay homage'
xi. gbd Y rod ghlrdd
hear sound 'hear from someone'
xii. pa ird purd/pard
tell falsehood 'tell lies'
xiii, s3 iré siré/séré
run race 'run a race'
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xiv. dé
traverse
1
XV. ©
agent
xvi. -d3
give

xvii. orf

top
] . ’
xviii. ogun
twenty
xix, ogdln
twenty
XX. 5un
shed
xxi. oguin
twenty
xxii. ogdn
twenty

xxiii. da
become

Ybud

breadth

sa ogbd
pick~up staff
opé

thanks

ekidn

knee

&

two

N

eje

seven

ekdn

tears

&ta

three

X \ ’

arunun

five

&bd e
vicinity ground
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ddbud/ddbud
'lie across, traverse'
bsugbd
'member of the 0Oslgbd cult'
dlpé
'give thanks'
ordkin
'knee, knee cap'
&)
0gd 1
'forty'
’ .
ogdje
'one hundred and forty'
sokdn/sunkdn
'cry, shed tears'
ogéta
'sixty'

’ N »
ogérunin
'one hundred’
A »
doba &
'prostrate oneself'

The phonetic mergers encountered in the above data can be summarized as
follows:

(2) i. [ > u (in (1), i-vi)
ii. i + o > u (in (1), vii)
iii. e + i - u (in (1), viii-ix)
iv, e + | > u (in (1), x)
ve o + i > u (in (1), xi)
vi. a + i > u (in (1), xii-xiv)
vii. a + o > u (in (1), xv)
viii. a + ¢ > u (in (1), xvi)
ix. i + e > o (in (1), xvii)
X, un + e > o (in (1), xviii-xix)
xi. un + e > o) (in (1), xx—xxi)
xii. un + a > e} (in (1), =xii)
xiii. a + e > 0 (in (1), xxiii)

The phonological process illustrated in (1-2) regularly occurs in every
Standard Yoruba utterance meeting the structural descriptions of (a) the agent-
ive construction illustrated in (1,i-ii) and (b) the disapprobative construc-
tion in (1,iii-iv). Its next highest degree of occurrence (probably ten to fif-
teen cases) is in the genitival construction in (1,v-vi). Elsewhere, it occurs
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sporadically, but such that the total number of utterances involved may well
be over two hundred.

Considerations of the overall size of the relevant data apart, the clear
pattern formed by the output vowels seen in (2) suggests that some generaliza-
tion lies hidden in (1). That generalization would definitely be missed
should the utterances exemplified in (1) be regarded as exceptions to be hand-
led with a hodgepodge of ad-hoc devices.

To capture the generalization in question, this paper proposes that Stan-
dard Yoruba displays vowel coalescence. The process appears to be governed by
the following five related, partly language-specific and partly cross—~linguis-
tic, principles:

(3) i. the output vowel must be rounded;
ii. the output vowel must be phonetically distinct from the input vowels;

iii. the output vowel copies the functional tongue height of the second
input vowel;

iv. in the event that (3ii) and (3iii) clash, the output vowel assumes
the highest tongue height;

v. the two input vowels must not both be rounded.

There is no viable alternative to vowel coalescence as a means of account-
ing for the data in (1). Thus, the data cannot be accounted for with vowel de-
letion, because most of the underlying forms that deletion would require would
be either ill-formed, non-existent or semantically distinct from their corres-
ponding surface versions.

Vowel harmony supplemented by total assimilation and vowel deletion cannot
be used either. For one thing, that method would require the employment of a
rule of total assimilation across a stop which does not otherwise exist. For
another, even with that kind of unattested rule plus deletion, the method would
only be able to handle four of the twenty-three examples in (1), namely,
(1 xviii-xix, xxi-xxii).

Partial assimilation-cum-deletion, the method advocated by Aoki [1974], is
of no avail either. 1In the first place, there is no rule of partial vowel as-
similation in Standard Yoruba. Secondly, such a rule would in any case be of
no effect whatsoever for eight of the thirteen formulas in (2) above. Thus,
there is no way that e and | could partially assimilate to eventually yield
U, as in (2 iii).

Stahlke [1976] rejects Aoki's approach to vowel coalescence and endorses in-
stead the Chomsky-Halle [1968:358-364] proposal that vowel coalescence be han-
dled by means of transformational rules. The fact, however, is that such rules
can only effect coalescence, miraculously as it were, and without being able to
explain precisely how the changes concerned are accomplished. It must be admit-
ted, therefore, that they are unsatisfactory.

Stahlke [1976] makes the interesting observation that the output of coales-
cence is always a compromise between the two original input segments. If the
technical problems involved in formalizing this observation could somehow be ov-
ercome, it might provide a viable alternative to conventional transformational
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rules as a means of handling coalescence in an explanatory fashion. It turns
out, however, that many of the outputs of vowel coalescence in Standard Yoruba
can in no way he construed as compromise forms. Thus, it is not clear how u
can be called a compromise between a and | in (2) vi. a + i » u . Hence,
even if Stahlke's observation could somehow be formalized, it would be unable
to handle most of the Standard Yoruba data above.

In these circumstances, it is clear that the Standard Yoruba case reported
here shows that (vowel) coalescence poses a far greater challenge to phonologi-
cal theory than was previously thought to be the case. The challenge has to do
specifically with (a) explaining in rational and non-metaphysical terms the pre-
cise way or ways in which the phonetic changes it involves are accomplished and
(b) evolving a rule schema which fully incorporates such an explanation. Stan-
dard Yoruba offers no clues whatsoever in this regard, neither do the other
languages examined so far, going by the indications in Stahlke [1976]. Per-
haps still other languages will, when relevant information becomes available on
them.
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THE EXPRESSION OF NECATION IN EGYPTIAN COLLOQUIAL ARABIC (ECA)

Hany Amin Azer
Cairo

In English the semantic load of negation affects either the whole sentence
or part thereof. In the case of Egyptian Colloquial Arabic (ECA) the negative
particle (the most common of which are mi and ma—..-f ) is realized surface
structurally on the modal (when there is one and the tense is present) or on
the tense carrier (the auxiliary kaan when the tense is past). However, it
could also be attached to the lexical verb (a syntactic option which is ungram-
matical in English). 1In presence of a modal, if the negativizer appears on the
MV that follows, the resulting string is not the negative counterpart of the
positive (modal) sentence. Rather, the positiveness of the modal is retained
and the structure would then come to indicate that the subject can, would,
might...etc. (when he likes) not + MV. In other words, the negative load is
both syntactically and semantically externalized. In this case the discontinu-
ous negativizer ma—..—f could be employed. When the negative appears on the
modal itself some will accept the single word negativizer mi| and others the
discontinuous ma-..-[

The single word negativizer mif appears before (i) adjectives, (ii) nounms,
(iii) lexical verbs (with or without the future prefix ha- attached), and (iv)
certain particles notably, ma%a , fand , |i , and wayya . The discontinuous
negativizer, on the other hand, appears on the pronouns. This is only a syntac-
tic option used for the expression of certain attitudes shown later. The more
frequent Pron. + (mif + MV).. string signifies no overtones.

The examples given below together with their paraphrase gloss establish the
fact that the two negative particles are not in free variation. Selectional re-
striction rules will both delimit and govern their use. In other words, struc-
tural variations which appear to be stylistic options to the uninitiated speak-
er perform different functions, i.e. convey different messages. Any change in
the message affects the code (ambiguous sentences excepted) though not vice ver-
sa.

Examples of negative structures with mif :

(1) mi[ mumkin agiilak bukra
not possible I come to you tomorrow

pre-modal position

'T cannot come to you tomorrow'

(2) mif 7abliin ba%d xaalis
not they accept each other completely

pre-lexical verb position

'they totally resent each other'

(3) ?anna mi] fayyaal fandak post-pronominal position

I not I work at you

'T don't work for you'

(4)

mi[ hasmafak
not I listen to you

'TI won't listen to you'

pre-verbal position

verb prefixed by ha
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(5) ?ilTarabiyya di mi| sariifa ?awi pre-adjectival position
the car this not fast very

'this car isn't very fast'
Examples of negative structures with ma-..-]
(6) mafii[ luzuum tiigl badri
there isn't need you come early
'there's no need for you to come early'

(7) manii[ gayy bukra
I'm not I come tomorrow

'I'm not coming tomorrow', i.e. I insist on not...

(8) magatluuf Talaawa min sanateen
not come to him increase from two years

'he hasn't had an increase in salary for two years'

Since the grammar of ECA is greatly synthetic, i.e. depending largely on
enclitics to map up word relations, word order is relatively loose. The dis-
continuous negativizer together with appropriate enclitics can generate single
word negative sentences like the following:

9 mafhimtif 'I/you didn't understand'
mabiyeSrat] 'he doesn't know'
mazarunaa] "they didn't visit us’
marahluhum| 'he didn't go to them’

Although the single word negativizer is fast becoming standard with inde~-
pendent pronouns, we still hear ma-..f with these but with special overtones
and speaker attitudes towards the communicative value of his utterance. That
is, negative pronouns when used in statements indicate something like insis-
tence, warning (or even threat), (self)assertion of authority, whereas in ques-
tions (or tags), they indicate something like surprise, resentment, or disa-
greement. Notice the difference between the following pair:

(10) a. mantii] gayya mafaana 4 'aren't you coming with us?'
you(fem.)are not you coming with us i.e. I'm surprised if you aren't
b. mantii] gayya mafaana ¢ 'you're not coming with us' 1i.e.
I insist that you don't come
with us

The following are the negative pronouns of ECA:

SINGULAR PLURAL

manii] lst person (masc. & fem.) mahnaa[ 1st person
mantaaf 2nd person (masc.) mantuu 2nd person
mantii| 2nd person (fem.)

mahuwwaa 3rd person (masc,) mahummaaf 3rd person
mahiyyaa 3rd person (fem.)

(N.B. Gender distinction is not shown on negative plural pronouns.)
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Use of the discontinuous negativizer ma-..f may result in certain phono-
logical changes exemplified by the following:

(1) 1In the first person singular /-ij-/ is used, i.e. maliif , maSayiif ,
(cf. manii[ above).

(ii) The vowel of the particle is elided in the following: mal(i)haaf ,
mal (DYkii] , mal(u)hum[ , mal(u)kum , mam(a)Sayii| , mam(a)Sak] , etc.

(iii) The final /-h/ of the prepositional fiih disappears from the corres-
ponding negative form (unless required by agreement with a preceding noun).
Thus,

(11) mafiif talaba  filfas] 'there aren't any students in the
there aren't students in the class classroom'
(12) 72ilfasl mafih| talaba 'there aren't any students in the

the classroom there isn't in it students classroom’

(iv) In a line with a trend that applies to other suffixes, the use of /-J/
implies the following:

(a) occurrence of the extra vowel to avoid a sequence of three conson-
ants, e.g.

(13) lissa marubfif 'I haven't gone yet'
not yet I have gone-not

(b) lengthening of a preceding vowel, e.g. makatabuu/ 'they didn't
write/he didn't write it', maguu| 'they didn't come' (3rd person
plural, no gender distinction shown), magaa] 'he didn't come'
(3rd person singular masc.).

In negative imperatives the second person imperfect forms are used:

(14) a. matidxul[ 'don't go in!'
b. matzSa?[i kidda 'don't shout so!'’
c. matxallihum[ yintizru 'don't let them wait!'
d. matit?axr] bukra 'don't be late tomorrow!'

other negative structures in the dialect include the following:

(15) laada walaada lagkin dukha 'neither this nor this but that'
not this not this but that

(16) latxiin wala-rfayya¢ laakin mutawassi{ 'neither fat nor thin but average'

not fat and not thin but medium
(17) lazaakir wala hayzaakir 'he has neither studied nor is he
he not studied and he will not study going to'

(18) ?irraagil da labyesma$ wala byetkallim 'this man neither hears nor talks'
the man this not hears and not talks i.e. he's both deaf and dumb

Examples (15-18) estahlish laa .. wala as corresponding to the English
'neither .. nor'. The actual negative particle in the comstruction is la-
(lengthening of the vowel in example (15) above is due to contraction). wa 1is
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prefixed to every la after the first. Theoretically there is no limit to the
number of words which may be preceded by the particle.

Imperfect prefixes, like the future marker ha- , are often omitted with
verbs other than the first as in

(19) lahyiigi wala yetkallim 'he will neither come nor give us a
he will not come and not . he talks ring'

Compare (19) with (17) above.

It is poasible for /[/. to be suffixed to a verbal form after the first,
e.g.

(20) la sa?al Sannak wala xarag] 'he has neither asked about you nor
not he asks about you and not has he left'
he not leave

It is also quite as frequent to have the first negative of the discontinu-
ous type ma—..} . For example,

(21) maxarag[i yetmal[a wala zakir] druusu 'he neither went out for a walk nor
he didn't go out to stroll and not he did he study his lessons'
didn't study his lessons

Emphatic negatives are those which have ma- without its final - . This
type of negative occurs frequently with a few words commonly associated with
negation, e.g. Sumr and hadd , and with oaths. The first of these words Sumr
(lit. life) usually shows as its final sound a pronominal suffix. It comes to
mean 'never' when ma- appears on the ensuing verb. Even on the occasion when
one hears -] it must be shown on Cumr after the pronominal suffix has been
added. Compare the following:

(22) a. Sumri mafuft waahid zayyu 'TI have never seen anyone like him'
in my life I didn't see someone
like him
b. maSumrii[ Juft waahid zayyu 'never in my life have I seen anyone
like him'
Note: the occurrence in (22b) of -li- before the final f .

The second type of emphatic negative is oaths. The common ocaths in ECA are
wallaahi (lit. and my God), wirabbina (lit. and our Lord) and winnabi (1lit.
and the prophet), to which may be added ?in alla (God willing) and in which
case a following perfect seems to be a must. Thus:

(23) laa wal laahi ma?dar 'no, by heaven I cannot'
no by God I cannot

(24) 7?infalla mahaddi xarag 'may nobody ever go out, then!’
even though nobody leaves



GUMUZ, KOMAN, MAO, AND OMOTIC

M. Lionel Bender
Southern Illinois University-Carbondale

1. Introduction

Several languages of the Ethio-Sudan border area have long defied classifi-
cation. Among these are Gumuz (a single language with many local varieties of
which I will deal with Kokit, Sai, Sese, Disoha, and "Hamej" of Ethiopia) and
"™Mao'" (several languages, of which I will deal with Hozo-Sezo, Bambeshi-Diddesa,
and Ganza). The major difficulty lies in deciding whether these languages be-
long to Koman (of the Nilo-Saharan Phylum) or Omotic (of the Afroasiatic Phy-
lum). Partial reconstruction of lexica of these two families now makes it pos-
sible to arrive at an unequivocal answer [Bender 1984, forthcoming].

2. Gumuz is Koman

Out of the first 100 basic items on my Koman lists, about 46 can be recon-
structed quite firmly to Proto-Koman. The structure of Koman is as follows:
I. Komo-Twampa (Uduk), 77% shared basic lexicon; II. Opo (Ansita) vs. I, 627
average shared basic lexicon; ITI. Kwama vs. II, 42%; IV. Anej (Gule) vs. III,
28%. Note that Anej-Kwama is 18% only, Anej vs. others averages 31%.

Only the least problematical items found in both Anej and the rest of Koman
(or strongly in Koman if not found in Anej) will be considered here. A number
of other cases of likely comparisons with part of Koman or Anej alone will not
be listed here,

Ttem Common Gumuz Proto-Koman!

6. bird mEta *mb 1t

9. blood moaxa *ha¥ n s'amb?
11. breast kuwA *koi

14. cloud k'uda :Vku(d)
19. dog k'owa k'au
22, ear (t)s'ea *ste
23. eat sa *¥a

31. foot cogwa *¥og

32. give KYE, tYE *KE(1)
43, kill Yok :k'o§2

49, louse sukuna guk'en

56. mneck -biya *$ia

73. sleep $i7i *2i¥

75. smoke dukwa *ur o kud?
82. tail tsia *sin

87. tonue kwoteta *let!

89. tree gYa :c(w)a v sa
92. water a(?)ya yi?i

95. what? ints'e *dvn2

1From Bender [1984] with slight modifications. Capital letters represent
not-fully-determined phonemes.

2Consider reverse order ("metatheses').
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The only convincing agreement with Proto-Omotic is 16, 'come':

we , Omotic *WA .

3. 'Mao" Languages are Omotic

The structure of Omotic is something like: I,
average shared basic lexicon 63%; IT.

427%; 1IV.
(28%) vs. 1IV; VI.

Chara vs. I, 447%; III.
Kefoid (Gonga) vs. III, 38%; V.

Gumez

North Ometo-South Ometo,
Gimira vs.

11,

Janjero (297%) and Dizoid or Majoid

Aroid (South Omotic) vs. V (North Omotic), 19%.
Dizoid-Janjero is 18%.

Note that

""Mao" languages agree with ahout half of approximately 58 tentative Proto-

Omotic items.

represented) are given below.

Item '"Mao"'

6. bird kEfE

7. burn taas-2
13. claw —_——
16. come inKYa
19. dog kana
20. drink ¥
22. ear waale
23, eat mi
25. eye aage
26. fat —_——
28, fire kaame
31. foot toge
35. grass maara
37. hand kuse
38. head tooke
42, 1 tiya
44, knee tu-kume
51. meat o2¢ke
52. moon aanse
54. mouth ——
59. nose giinte
62, person  EESE
75. smoke ts'ue
76. snake d00%A
80. sun awa
88. tooth aats'E
89, tree inzE
92. water haats'E
98, woman muns'E

Hozo-Sezo

($)aaTs
s'uk'um
kwa

i

we (y)

ma , me

abi , awi
k'o(t)s
taame

tuugi
mis(")
ku(t)si
toki , towi
k'uumi
o(t)si
cemsi
Lin(t"i
s'ubi
¢00%E
aBi
(h)aats'E
itn(t)s
haan(ts"')

-
» S'Tuwi

lFrom work now in process.,

2possible reversal.

The best cases (some having only one of 'Mao'-Hozo-Sezo-Ganza

Ganza Proto-Omotic!
— Foa
-—— *§aT
- suKuN
v e
ana kYan
-— *(w)oc (often u¥ )
waya L2y (often way )
—-—-- *(U)mu
ap *a(y)B
—-—— ko
-—— :tama
tuku toK widespread
mati :mAt' widespread
konso kuc
kwothi2 — *tv(c)
_— :inta , tana
—— *k'um , . gum
wasi ac , a¥
anzi *ats
nana noono
sindi *sint!
ciya *AT (often ats )
—_— *c'uuB
—— *§o§
aba awa
—— *as' , ac’
insa :(m)inc‘ (often inc' )
ha?a *(K)a(i)(s')
—-— ma(yn)Z
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4., Loans Which Deceive

The following are fairly clearcut cases of loans whose status as such be-
comes clear when tentative proto-languages are taken into account:

6. bird Kwama haana , ""Mao" haana .

17. cut Kwama k'ofo , ""™Mao" k'ofi .

19. dog Kwama kana (< Omotic); Hozo-Sezo w+&i (< Amharic).

28. fire Gumuz manja (prob. Nilotic).

29, fish Hozo-Sezo wats'i , Koman wats' .

40. heart "Mao" ene , Kwama EngE .

45, know Hozo-Sezo-"Mao" al- , Kwama ala , Twampa ari

64, red Hozo-Sezo tant , Kwama tantaa .

69. see Kwama &i , Hozo-Sezo &i .

70. seed Hozo-Sezo and Omotic zara (< Amharic); 'Mao" &ok' ,
Kwama 3oo0go .

72. skin Kwama soonk'o ,  Hozo-Sezo and Omotic go(n)K .

79. stone "Mao" %ooe , Opo &awa or jao , other Koman
reversed as (w)of .

82, tail ""Mao" vyonka , Janjero onu , Kefa wunk ,

Kwama oongo(?) .

REFERENCES

Bender, M. Lionel. 1984. "Proto-Koman Phonology and Lexicon.'" Afrika und
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Bender, M. Lionel., forthecoming. Proto-Omotic.

NOTE

[A full version of this paper entitled '"The Limits of Omotic" will appear in
R. Hayward, Forth.: Omotic Language Studies.]



QUANTITATIVE ANALYSIS OF SWAHILI VOCABULARY

Elena Bertoncini
Istituto Universitario Orientale, Napoli

It is a well-known fact that an important portion of the Swahili vocabulary
consists of Arabic and other borrowings. I tried to figure out the ratios of
the Oriental and European loanwords to Swahili words in the Swahili language in
my Tentative Frequency List of Swahili Words [1973], distinguishing between sin-
gle words and occurrences.

In the present analysis I have posed the following questions: in which
spheres of the Swahili vocabulary are loanwords most numerous and in which
spheres are Bantu words most numerous? The material I used was 40,000 word oc-
currences taken from 100 sources which were divided into four groups: ancient
texts, modern literary texts, journalistic texts, and miscellaneous contempo-
rary texts. In order to embrace the largest strata of the written language,
samples of most varied kinds were chosen so that they might represent the great-
est possible number of Swahili styles, from classical poetry, chronicles, and
fairy tales to modern poetry and short stories, from textbooks and political
pamphlets to newspaper articles including political news, reports, crime page,
economy, culture, sports, and so on. The complete list of the sources is to be
found in Bertoncini [1973]. It must be borme in mind that the material for
this analysis was collected in the 2nd half of the Sixties, when the only mod-
ern prose writers available to me were Shaaban Robert and the authors of the
short stories and essays published in the journal Swahili.

The analysis is based on Hallig & Wartburg's [1952] division of the vocabu-
lary, partly modified according to the needs of Swahili. The whole Swahili vo-
cabulary is divided into 7 sections and several sub-sections (cf. Table I.)

The lst section, Nature, includes the sky and the air, the earth, plants,
and animals. Besides the nouns, there are verbs such as -pambazuka ‘'become
clear', -vuma 'blow', -iva ‘'become ripe', etc.

The 2nd section, Man as a physical being, contains the following sub-sec-
tions: the human body, its organs and their functions (there are such verbs as
-konda 'grow thin', -kua ‘'grow up', -lamba ‘'lick', etc.); the senses and
their activity; sleeping and waking; health and illness, including medical ser-
vice; movements and positions (besides many nouns and verbs, there are some ad-
verbs such as upesi ‘'quickly'; further eating, clothing, and housing.

In the 3rd section, Man as a spiritual being, there are the concepts con-
nected with thinking, feeling, willing, and doing (in a general sense, not the
actual work of jobs which are in the 5th section; I include here, for instance,
-acha 'leave', -gumu ‘'difficult', tatizo 'problem', mpango 'project',
huenda 'maybe', -faa 'be useful', lengo ‘aim'); there are also the sub-
sections ethics, language, the mass media, the arts and social sciences, and
religion.

In the 4th section, Man as a social being, we find existence in general,
where I put e.g. kuwa 'to be, ulimwengu 'the world', -enyewe ‘'self',
kiumbe ‘'creature', and kitu ‘'thing'; there are further the subsections human
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life from birth to death; the family and marriage; social relations, pastimes
and festivities, and sports.

The 5th section, -ocial organization and politics, i1s quite extensive. It
concerns communities and countries; state, government and politics; justice
and police; defeunse, war and the army; education; agriculture, hunting and fish-
ing; work and employnont with the relative tools and materials; technique, in-
dustry, the economy, and the natural sciences; commerce, finance, and property
(here we find any concept related with possession, such as -pa 'give',
- ofea 'get lost', uko-sefu 'lack', mwombaji 'beggar'); the last sub-sec-
tion is transport, post and telecommunications.

The 6th section, Vatural laws, includes properties (with brightness and
darkness, sounds, and most adjectives except the evaluating ones like -ems
'good', -baya 'bad’, which are put into ethics). The sub-sectioen forms, val-
ues, methods, and relations contains such heterogeneous items as mfano 'ex-
ample’, hivi ‘'like this’, kuliko 'more than', mbalimball 'different',
mviringo 'anything round', -ingine ‘'another', -par7a 'put in order', etc.
The remaining sub-sections are qﬁantity, order, weights and measures; space;
time; causes and conditions (with some adverbs and conjunctions like kwa

sababu 'because'); changes and evolution, e.g. -sitasi 'flourish'.

In order to embrace the whole of Swahili vocabulary, T added the 7th sec-
tion, Pronouns and particles (that is, exclamation, some conjunctions and prep-
ositiomns).

Often the same item could belong to more than one section or sub-section,
e.g. kufa 'die' could be in human life or existence. In this case I have
chosen one section in which the word is counted.

I stick to the meaning actually found in the texts, even if it may be dif-
ferent from that given by the dictionaries. In some cases the meaning of a
word changes in different groups of texts. For instance, mkutano 'meeting'
is put into social relations in CGroup II (modern literary texts) and into poli-
tics in Group IIT (journalistic texts); wupinduzi means "upsetting' (feeling)
in Group I (ancient texts), and "revolution" in Group IV (miscellaneous contem—
porary texts).

I compiled a separate word list and the relative word counting for each of
the four groups of texts and then did the same within these groups for each
language cluster, i.e. for words of Bantu, Oriental, or European origin. Al-
though each group is based on 10,000 word occurrences, it must be borne in
mind that the number of different words is much swmz'ler. (See Table II.)

In all types of texts the words of Bantu origim represent little more than
50%, but there are among them the words with the highest frequency, hence in
the count of occurrences the ratio of the words of Bantu origin is much higher,
about 70%. (Words from other African languages, e.g. Cushitic, are also in-
cluded here.)

The ratio of the Oriental loanwords oscillates between 457 in the ancient
texts and 307 in the newspapers. The European borrowings, on the contrary,
are most frequent in the newspapers (20%) and practically non-existent in the
ancient texts.

Another observation we can make from the above table is that the ancient
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texts have the richest vocabulary, that is, the highest number of different
words, and the newspapers have the poorest vocabulary.

As regards semantic division of the vocabulary into sections, in all groups
the less numerous section is the last one, Pronouns and particles, but it con-
tains some Bantu and Oriental items with a very high frequency. On the other
hand, the first section, Nature, not only contains few items, but their fre-
quency 1is also low. Only in the ancient texts, Bantu words in this section are
slightly more numerous.

The richest section on the whole is C. Man as a spiritual being, except in
the newspapers and in the European cluster, where E. Social organization leads.
An important section for the Bantu cluster of the ancient texts is B. Man as a
physical being, whereas F. Natural laws is well represented in modern literary
texts and in the Oriental cluster as a whole. D. Man as a social being has
some importance only in the European cluster and in the newspapers but contains
two Bantu words from the top of the frequency list: kuwa 'to be' and mtu
'man’'.

Observing Table I, you will see beside each section and sub-section in
brackets the total number of items and the percentage of items in the Bantu,
Oriental and European clusters respectively. These figures are the sums of the
results obtained in each group. If I had made a single list instead of four,
the resulting figures would be lower because many items recur in all groups.

Summarizing the results of the analysis, it can be affirmed that most words
of Bantu origin are connected with movements and positions. There are also
many Bantu words in the sphere of spiritual life (feelings, willing and doing,
ethics), but the majority of items in this sphere is provided by Oriental loan-
words. The same is true of terms dealing with time and quantity.

Bantu words predominate in zoological and botanical terminology and in the
sub-sections concerning the sky and the air, the earth, the human body, sensor-
ial activity, sleeping, food, clothes, and housing as well as in the sub-sec-
tions concerning agriculture, the family and marriage, human life, work, indus-
try, social organization, space, and properties. They have a slight majority
in the sub-sections on education, language, social relations and pastimes, the
mass media, the arts and the social sciences.

Oriental, mostly Arabic, loanwords provide the religious terminology and
other terms concerning spiritual activity. Many of them are connected with ex-
istence and with natural laws (time, quantity, forms and relations). Even many
particles (conjunctions and exclamations) are of Arabic origin. Most of these
borrowings entered Swahili long ago; however, Oriental loanwords also predomin-
ate in some spheres o6f modern life, such as commerce, justice, politics, and
transport, but in these last two sub-sections all three language clusters are
of almost equal importance. European, above all English, loanwords are found
especially in the newspapers and concern mostly modern life. They occur most
often in the spheres of politics, transport and sports, and also in those of
social relations and pastimes. Other terminological sub-sections relatively
well represented are commerce, justice, education, work and tools, the arts,
the mass media, medical service, food, and clothes. Finally, several European
borrowings concern time, weights, and measures.
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Table I. Semantic Division of the Swahili Vocabulary

Figures in parentheses represent total number of items: Bantu %,
Oriental 7%, European 7.

NATURE (429: 71, 26,3)

I. The sky and the air. (48: 65, 27, 8)
I1. The earth. (138: 65, 31, 4)

III. Plants. (112: 70, 28, 2)

Iv. Animals. (131: 82, 18, 0)

MAN AS A PHYSICAL BEING (1,124: 73, 21, 6)

I a. The human bedy, its organs and their functions. (147: 89, 10, 1)
b. The senses and their activity. (42: 90, 10, 0)
c. Sleeping and waking. (20: 95, 5, 0)
d. Health and illness; medical service. (86: 51, 31, 18)
e. Movements and positions. (442: 81, 18, 1)
IT a. Eating. (121: 63, 22, 15)
b. Clothing. (108: 54, 31, 15)

c. Housing. (158: 62, 30, 8)
MAN AS A SPIRITUAL BEING (2,182: 42, 53, 5)

I a. Thoughts, intellect, aptitudes and inner life. (284: 44, 54, 2)
b. Feelings. (478: 47, 51, 2)
c. The will; general activity, its possibilities and modalities.
(786: 40, 58, 2)
d. Ethies and character. (265: 45.5, 54, 0.5)

IT a. Language. (256: 44.5, 42.5, 13)
b. The mass media. (65: 45, 29, 26)
c. Literature, music, fine arts, philosophy and social sciences.
(130: 45, 35, 20)
d. Religion. (202: 20, 77, 3)

MAN AS A SOCTIAL BEING (688: 53, 33, 14)

TI. General existence. (127: 47, 52, 1)

IT a. Human life from birth to death. (137: 63, 32, 5)
b. The family and marriage. (93: 76, 23, 1)
c. Social relations, pastimes and festivities. (221: 44, 42, 14)
d. Sports.

SOCIAL ORGANIZATION AND POLITICS (1,347: 47, 34, 19)

Social organization, communities and countries. (103: 68, 25, 7)
State, government and politics. (260: 32, 39, 29)

Justice and police. (109: 33, 46, 21)

Defense, war and the army. (143: 55, 33, 12)

Education. (70: 40, 27, 33)

Agriculture, hunting and fishing. (96: 88, 6, 6)

Work and employment; tools and materials. (127: 70, 13, 17)
Technique, industry, the economy and the natural sciences.

(20: 60, 5, 35)

D' HhD AN O
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i. Commerce, finance and property. (255: 39, 50, 11)
j. Transport, post and telecommunications. (164: 30, 36, 34)

F. NATURAL LAWS (1,228: 54, 41, 5)

. Properties. (207: 68, 30, 2)

Forms, values, methods and relations. (213: 42, 55, 3)
Quantity, order, weights and measures. (245: 45, 47, 8)
. Space. (247: 76, 22, 2)

. Time. (275: 43, 45, 12)

. Causes and conditions. (11: 10, 90, 0)

g. Changes and evolution. (30: 40, 60, 0)

G. PRONOUNS AND PARTICLES (236: 67, 32, 1)

a. Pronouns. (99:89, 9, 2)
h. Conjunctions, exclamations and some prepositions. (137: 51, 49, 0)

HOo Ao Op

Table II. Number of single words in the sources

total: percent of total:
I. Ancient texts Total items 1,969
Bantu 1,070 54,40
Oriental 894 45.40
European 5 0.20
II. Modern literary texts Total items 1,887
Bantu 1,040 55
Oriental 771 41
European 76 4
ITIT. Journalistic texts Total items 1,587
Bantu 790 50
Oriental 479 30
European 318 20
Iv. Miscellaneous contemporary Total items 1,791
texts Bantu 953 53
Oriental 625 35
European 213 12
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NOMINATIVE/AGREEMENT COMPLEMENTARITY AND VSO ORDER IN STANDARD ARABIC

Hagit Borer
UC Irvine

Laurice Tuller
UCLA

1. Introduction

It has been noted that VSO languages are typically null subject lan-
guages. Another property which seems to be a correlate of these is that, in
VSO languages, there is a complementary distribution between the appearance
of full subject agreement on the verb and an overt subject. That is, if
there is full agreement, the subject must be empty, while if the subject is
overt, the agreement is empty or incomplete. Standard Arabic (SA) is an ex-
ample of this situation; basically, the same pattern holds for other VSO lan-
guages, such as Breton, Irish, Kwakwala, and Welsh [Borer and Tuller, in prep-
aration]. Consider the sentences in (1) from SA:

(1) a. katabuu @ t-tagriira '"they wrote the report'
wrote-3pl the-report

* . .
b. katabuu |-wuzaraa'u t-tagriira 'the ministers wrote the report'
wrote-3pl the-ministers the-report

c. kataba |-wuzaraa'u t-tagriira 'the ministers wrote the report'
wrote-3sg the-ministers the-report

In (la) there is full third person plural agreement on the verb and hence only
a null subject is possible. Sentences like (1b), where third person plural
agreement occurs with an overt third person plural subject, are ungrammatical.
In such cases, the agreement must be incomplete, as in (lc), where the overt
plural subject occurs with singular agreement on the verb.

The idea that this nominative/agreement complementarity is related to the
VSO property receives further support from the fact that in modern Arabic dia-
lects, the complementarity no longer exists, and the word order has changed to
SVO as well.

It is well-known that VSO languages have properties which in other lan-
guages are attributed to hierarchical structure. That is, there is evidence
that the verb and its direct object have a status that the verb and its sub-
ject do not share. This is evidenced in SA by phenomena such as idioms, com-
positional thematic role assignment, anaphor binding, and Case assignment.
Various ways of accounting for the "VP property'" of VSO languages have been
proposed (see Borer and Tuller [in preparation] for a full review). Here, we
will follow work initiated by Emonds [1980] and further pursued by Sproat
[1982] and Levin and Massam [1983] who propose that surface VSO order is de-
rived by fronting the verb.

We propose that the VSO word order and the complementarity between agree-
ment and nominative both follow from a single factor, viz. the categorial na-
ture of the AGR(eement) node. Concretely, we propose that AGR in VSO lan-
guages is [+N], while in "true" SVO languages, it is [-N]. We further assume
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that the [+N] AGR has the properties and distribution of other [+N] elements.
We will show that the VSO order, the complementarity, and pro-drop all follow
from the interaction of the [+N] node with independently motivated principles
of grammar.

2. Nominative/Agreement Complementarity: The Paradigm Case

Following Stowell [1981], we assume that INFL is located in COMP (whether
it is base-generated or moved . there is immaterial to our analysis).

(2) s

coﬁ’/\ S
INIFL NP/\VP
NG AGR

Nominative Case assignment to the subject NP is achieved by the features of
AGR and TNS percolating to the INFL node and then to the COMP node, from
which they are assigned to [NP,S].

Both '"VSO" and ''SVO" languages, then, have the underlying structure in
(2). The difference between the two is that while in '"VS0" languages AGR is
[+N], in "true" SVO languages it is [-N]. [+N] AGR, like all other [+N] ele-
ments, may be generated with or without phonological realization. If it is
empty, it is subject to the Empty Category Principle, which sanctions the oc-
currence of empty elements by requiring that they be properly governed (see
Chomsky [1981] for definition and discussion). If, on the other hand, AGR is
phonologically realized, it, like nouns, is subject to the Case filter [Rou-
veret and Vergnaud 1980], which requires all N elements to be Case-marked.

The final component of our analysis is the general rule 'Move o', where
o may be any category, including V. This will be important since INFL, be-
ing affixal in nature, must end up adjacent to the verb. This can happen
either if V raises to INFL or if INFL lowers to V (see also Levin and Massam
[1983]).

Consider now how these various components of the analysis fit together to
produce the complementarity and VSO facts outlined above, looking first at
the case in which the [+N] AGR is generated without phonological content.
Since it is null, it must be properly governed. As INFL is not a proper gov-
ernor [Rizzi 1982], the verb must adjoin to COMP in order to properly govern
the empty [+N] AGR. An empty subject is impossible, since we assume that null
subjects must be identified by an overt AGR element (in the spirit of Tarald-
sen's generalization and subsequent work on the null-subject parameter).

The result is a VSO structure with a lexical subject, the (c) sentence of

(1):

© COMP . S
vi///\co|MP e
INFL \Y (NP)
AGR [+N] le]
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Consider now the situation where the [+N] ACR is generated with phonological
features. Since AGR, in this case, is an overt [+N] element, it is subject
to the Case filter, and hence must be assigned Case, in this instance, the
nominative Case assigned by INFL. Since nominative Case is absorbed by AGR,
the subject NP may not be assigned Case, and hence it may not be overt. The
only possible result is therefore a structure with overt agreement and a null
subject, the (a) sentence of (1):

(4) S'
//\\
COMP S
/\
AGR [+N] NP vp
(OVﬁrt) @ Y (NP)
[+NOM]

Notice that verb-fronting is not forced in these structures (AGR is not empty
and hence the verb need not move up so as to properly govern it). In principle,
then, we can assume that V-fronting is optional. Since the subject is empty,
there is no evidence in SA as to whether the verb was fronted. If there is no
V-fronting, INFL will lower and affix to the V, so as to satisfy the affixation
requirement discussed above.

3. Dislocation and the Complementarity of Nominative Agreement

We would like to consider now some more complex cases, where the complemen-
tarity between nominative and agreement appears to break down. Typically, the
complementary distribution between nominative Case and overt agreement does not
hold in cases of dislocation and movement, as the following cases illustrate:

(5) Left Dislocation

arrizaalu habuu 'the men, they left'
the-men-NOM left-3m-pl

(6) Question

ayyu rizaalin ahabuu? 'which men lefe?'
which men-NOM left-3pl

Before considering why complementarity is not attested here, let us first
‘distinguish betwen Left Dislocation constructions and constructions which in-
volve extraction in SA. Based on Ayoub [1981], three pieces of evidence for
this distinction can be given. While in Left Dislocation constructions the
Case of the dislocated element is always nominative, regardless of the argument
position to which it is related (7a), in constructions which involve actual ex-
traction (topicalization, WH-movement) the dislocated element has the Case of
its extraction site (7b),

(7) a. arrizaaluy rafaynaa-hum 'the men, we saw them'
the-men-NOM saw-we-them

b. Zaydan ratsa Tamrun 'Zaydun, Amrun saw'
Zaydun-ACC saw  Amrun-NOM
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Secondly, Left Dislocated elements must be specific (8a,b), whereas extracted
topics may be non-specific (8c):

(8) a. al-kittaabu garafa-hu Zaydun 'the book, Zaydun read it'
book-NOM read-it Zaydun-NOM
b. *kittaabun qarata(-hu) Zaydun 'a book, Zaydun read it'

book-NOM  read-(it)  Zaydun-NOM

c. kittaaban gara%a Zaydun 'a book, Zaydun read'
book-ACC read Zaydun-NOM

Thirdly, while Left Dislocation need not obey subjacency (9a), extraction does
(9b,c) .-

(9) a. Zaydun zaa a r-razulu llatii rafaa-hu 'Zaydun, the man who
Zaydun came the-man who saw-him saw him came'
b. *al—xayla ta rifu r-razula lla ii yuhibbu 'the horses, you know
the horses-ACC know-you the-man who loves the man who loves'
c, *man rafayta |-fataata I|latii gaabalat? 'who did you see the
who saw-you the-girl who met girl who met?'

Before we proceed to consider the implications that the distinctions between
Left Dislocation and extraction have for our analysis, it is worthwhile to note
that SA has more than one TOPIC position, as is attested by (10), cited by
Ayoub. We thus assume the structure of the TOPIC-COMP complex to be as in (11):

(1). Zaydun abuu-hu yahlumu 'Zaydun, his father dreams'
Zaydun-NOM father-his—NOM dreams
(11). TOPIC'
S '
COMP
- coMp
IgFL

As will become clear, it is crucial for our discussion that the TOPIC node in
(11) head a maximal projection. Concretely, government from the TOPIC posi-
tion into any position inside S' is not possible.

Returning to the Left Dislocation constructions and the extraction construc-
tions discussed above, it is natural to conclude that while topicalization and
questions are derived by actual movement, this is not the case for Left Dislo-
cation constructions. In the latter, a dislocated element is base-generated in
position, and a default nominative Case is assigned to it. Note that (5) meets
the criteria for a Left Dislocation construction: the dislocated element is
nominative, and it is specific. As (5) iIs a Left Dislocation construction, the
absence of complementary distribution between nominative and Agreement is no
longer a problem, since the nominative Case assigned to the dislocated element
in (5) is not related to the agreement node and is rather a default disloca-
tion Case. S-internally, the sentence in (5) acts precisely as expected: in
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the absence of an overt subject in the clause, agreement is overt. The place-
ment of an overt subject in this clause alongside the overt agreement, e.g. a
subject pronoun, would, as expected, lead to ungrammaticality.

A more complex issue is presented by the breakdown of complementarity in
the cases of real extraction. Consider again the structure in (11). We as-
sumed that when AGR is [e] , V moves into the position immediately dominated
by the adjoined COMP, so as to properly govern the empty N node. The failure
of the V to move results in ungrammaticality. Now consider what happens if AGR
is empty and V moves into COMP. The extracted subject now must move into the
TOPIC node if extraction takes place, as in (12):

(12) *TOPIC'
TOP}C S'
—"/\
NPk COMP S
/‘\ /\\
\Y COMP NP VP
[ | N
INFL [e]k v (NP)

Since S' is taken to be a maximal projection, NPy cannot properly govern its
trace in the [NP,S] position. Furthermore, as INFL is not a proper governor,
the empty category in the subject position is not properly governed, and thus
a violation of the ECP results.

What happens if the NP, (instead) of V) moves into the adjoined COMP, where
it can properly govern its trace? In such a situation, [e] in INFL is not prop-
erly governed, resulting in ungrammaticality. (See Borer and Tuller [in prepa-
ration] for why NP, cannot be a proper governor here.)

k
(13) *g1
/‘/_—\\
COMP S
T~
NP COMP NP VP
k ] | P
INFL [e]k \ (NP)
[N e]

We thus expect any derivation which involves an empty INFL to result in ungram-—
maticality. The only grammatical derivation of sentences such as (6), (8b)
and (9c) involves the following: agreement is generated as an overt element
and the extracted subject moves into the adjoined COMP position, from which it
may properly govern its trace. The derivation does not involve any V movement
(crucially, however, in the phonological component INFL will lower and attach
to the verb, in accordance with the analysis sketched in section 1 above). It
follows from our analysis that nominative Case may not be assigned in the
clause itself. We have, however, established the fact that nominative Case is
the default Case assigned in Arabic in dislocated positions. As no Case could
be assigned to the extracted subject in the location of its origin, a default
nominative Case will be assigned to it following the extraction.

We are now in a position to predict certain asymmetries between subject
and object extraction. Note that both V movement and extraction from the
[NP,S] position are not possible due to the fact that the subject trace must be
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properly governed by its antecedent. Such is not the case for the trace of the
direct object. Thus, while V movement is still necessary in order to properly
govern the INFL node if the latter is [e], such movement will not block the
topicalization of the direct object:

(14) S'
/\\\
TOfIC s’
-/—/\
NP, COMP S
— T
v CCI)MP NP /VP\
INFL v NP

I
lely

It thus appears that the structure motivated for the complementizer system in

SA by independent factors accounts mnaturally for the apparent breakdown of nom-
inative/agreement complementarity. Upon a closer scrutiny, it turns out that

in fact no such breakdown occurred and that the "redundant" nominative Case has
an independent source which is not related to the AGR node. Once this is estab-
lished, and the conditions under which such independent nominative Case is as-
signed are clarified, it is clear that S-internally, the complementary distri-
bution between agreement and nominative is preserved both in Left Dislocation
structures and under extraction.
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AFRICAN LANGUAGE USAGE IN THE CLASSROOM,
REPORTED AND OBSERVED

Dianne C. Bowcock
University of Wisconsin, Madison

1. Introduction

The Gambia, located in the Sahel of West Africa, is representative of lan-
guage policy in many African nations in two fundamental ways: (1) it is lin-
guistically complex, and no linguistic group comprises a majority; and (2) it
continues to use the former colonial language as its recognized official lan-
guage. Although the current educational language policy specifies English as
the medium of instruction, this paper discusses that in practice the vernacular,
especially Mandinka, is used considerably.

Gambian linguistic groups consist of Mandinka (42%), Pulaar (187), and Wolof
(15%), in addition to a variety of others (Jola, Serahulie, Serrer, Aku, Manjago
to name a few). Language is in most cases a marker of ethnic identity. Vir-
tually no one speaks English as a first language. Language contact is high, and
multilingualism is the norm. Of the 231 primary school teachers surveyed,
teachers on the average spoke three languages including English, and three-
fourths spoke Mandinka. Excluding the capital city, Mandinka serves as a linga
franca. As the Gambia is 98% Muslim, Arabic used in a classical form functions
as a religious language.

Approximately 607% of Gambian children enter primary school, and 40% complete
it. Around 15% finish secondary school. The current stated official medium of
instruction in schools is English, although the Department of Education has
plans to introduce Mandinka, Wolof, and Pulaar into schools. It is still uncer-
tain whether these will be introduced as subjects or used as media of instruc-
tion. Presently vernacular reading books are being developed. It is planned
that the local languages will be used in some form or other through the fourth
grade.

Teacher questionaires were distributed and classroom observation undertaken
in eleven schools in Mandinka-speaking areas of the Gambia. Approximately 95%
of these children speak Mandinka, 70% speak it as their mother tongue.

2. Teacher Questionaires

Teachers were asked to specify the language(s) they used in certain situa-
tions or domains. Table 1 indicates the language usage reported in various do-
mains. For example, when speaking with a spouse at home, 387% said they used Man-
dinka, 357 used Wolof, and 27% used other vernaculars like Pulaar or Serrer.

The non-school usage reveals the diglossic situation between the use of the of-
ficial language at the bank (English) and vernacular usage elsewhere in the less
formal domains of home or when shopping. Diglossia is also apparent in the
School Non-classroom domain in which teachers use almost 100% vernacular with
parents of children and use predominately English with headteachers or other
teachers. Parents in most cases do not speak English. All teachers (excluding
Koranic teachers) speak English. School classroom usage reveals that teachers
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reported using either English or English plus the vernacular. When comparing
the three subjects math, science, and social studies, one notices that the use
of English is less in science and social studies, concomitant with an increase
in the vernacular in these subjects. For social studies approximately 10% of
the teachers answered they use Mandinka only. Note that in giving praise a
high percentage, around 80%, said they use English only, and the remainder re-
ported using English and the vernacular.

Teachers were asked to estimate the percent of the time they spend teaching
in English and the vernacular(s) in one entire teaching day. Presently in
classrooms the vernacular is used only orally and never in a written form.
Teachers had no inhibitions about reporting vernacular usage in spite of an
English-as-a-medium policy.

Table 2 reveals that vernacular estimates range from 437 in first grade and
gradually decrease to 13% in sixth grade. Of the vernaculars, the use of Man-
dinka is the most prevalent. When asked why they used the vernacular, teachers
most often selected two reasons: (1) the child understands the subject matter
better when taught in the vernacular, and (2) it makes learning English easier.

3. Observations

One week of observation at each school was completed in first and second
grades. Every 15 or 20 seconds during teaching time, the observer noted (a)
who was speaking, (b) the language code used, and (c) what was said. These em-
pirical data revealed that essentially four languages were used in classroom
lessons: 607% English, 28% Mandinka, 10% Arabic, and 27 Wolof. Gambian chil-
dren receive 2-3 hours per week of Koranic instruction, which essentially con-
sists of recitation of Koranic prayers or verses and passages from the Koran in
Arabic. A special Koranic teacher teaches these lessons, not the regular class-
room teacher. Table 3 excludes Arabic from the analysis and compares teachers'
estimates of usage with usage actually observed. Teachers were reasonable ac-
curate in their estimates of their code usage.

The weekly timetable allows for a variety of subjects in varying propor-
tions throughout the week. Table 4 indicates that language usage varies signif-
icantly with the subject of the lesson. Observed vernacular usage was near 157
for Language, Reading, and Rhymes and increased to 60-75% for subjects such as
Social Studies, Story Telling, and Health. All of these subjects included the
use of the vernacular in varying proportions plus English. 1In contrast, the
Koranic lesson (which uses Arabic in a classical form) used Mandinka as its me-
dium of instruction. English was not used at all in Koranic lessons, as these
instructors were not usually exposed to Westernized education, nor were they
competent in English.

In these schools pedagogy takes the form of recitation where the teacher

says a word or phrase, and the child or entire class repeats it. This is due
to a combination of factors such as a dearth of teaching materials, the large
class size, and large numbers of teachers with little formal teacher training,
all of these compounded by a medium of instruction foreign to the students.
The recitation form of teaching is particularly noticeable in Language, Reading,
Rhymes, Math, and Science where English terms are presented, recited, and prac-—
ticed orally as a group. Reading and Rhymes as subjects usually consist of re-
citing sentences, paragraphs, or English poems. Math and science at these
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first and second grade levels also consist of essentially presenting vocabulary.
Social Studies within the Gambian curriculum is culturally based and cannot re-
ly entirely on English as a medium. Mandinka terms and concepts are prevalent
in these lessons. For example, teachers may discuss the fole of the "Seyfo"
(chief) or the "Alkalo" (religious leader) in the community.

Comparison of the types of speech, e.g. command, question, relative to the
language used reveals which languages are used in what types of situation. Ta-
ble 5 reveals that the use of Arabic is concentrated mainly in the recitation,
reading aloud category. These usages require little understanding, but rely on
rote memory. Arabic here is used in a classical sense and not as a form of in-
terchange and communication. Although English is used in a broad spectrum of
ways, it too included recitation, oral reading, and oral spelling. In contrast,
Mandinka and Wolof are not used in these forms. One notices also that questions
not related to the subject, commands, and personal comments occur slightly more
in the vernacular than in English. Direct translation and series explanation
occur most frequently in the vernacular, indicating that teachers often present
material initially in English and then explain again in the vernacular. Praise
seems to be given more often in English, reprimands in the vernacular. This
dichotomy of praise and reprimand perhaps reflects and reinforces the status of
English and serves as an inducement for the child to learn English.

4. Conclusion

A description of the language usage reported and observed in Gambian class-
rooms has been presented. In spite of an official stated policy of English in
the classroom, the vernacular, Mandinka in particular, is used considerably in
first and second grade, especially for culturally-based subjects (Story Telling,
Social Studies, Health), and it is the only medium of instruction for Koranic
lessons (Arabic). Vernacular usage is also reported up to sixth grade, one
might presume with the same subject allocation as apparent here. English usage
is high in subjects where English vocabulary presentation and practice are the
focus of the lesson. Comparison of reported usage and actual observed usage
indicate teachers are aware of the ways they allocate language, whether it be
usage among codes, among subjects, or among domains.

As the language policy is changed to include accepted and expanded usage of
the vernacular(s), the functions of the vernacular vis-Z-vis English will ex-
pand. It is possible that this language change may bring with it changes in
teaching methods less reliant on English vocabulary presentation, recitation,
and rote memory, and more involved in interactive communication.
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TABLE 1
LANGUAGE USAGE IN VARIOUS DOMAINS
REPORTED BY TEACHERS

PERCENT

TABLE 2
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TABLE 5

OBSERVED CLASSROOM LANGUAGE USAGE

BY TYPES OF SPEECH*

CODE USED (Percent)

TYPE OF SPEECH ENGLISH  MANDINKA WOLOF  ARABIC
1. Subject matter 34 35 35 3
2. Question re:subject 18 16 8 -
3. Command 16 21 18 2
4., Prayer, recitation 4 - 1 36
5. Reading aloud 12 - - 48
6. Spelling/alphabet 2 - - -
7. Praise 1 - - -
8. Reprimand - 2 2 -
9. Singing 4 3 20 10
10. Comment 2 4 3 -
11. Vernacular prompt 1 3 1 -
12. Direct translation - 3 - -
13. Telling story - 2 - -
14, Series explanation (teacher - 6 5 -

explains what was previously

said)

Number of instances 7777 3574 281 1244

*based on 62 hours of actual speech



WH-MOVEMENT IN YORUBA

Vicki Carstens
UCLA

Yoruba has a focus construction which enables any sentence constituent to
appear sentence-initially. Basic word order is SVO:

(1) Ajlke A ta isu ninu oja 'Ajike is selling yams in the market'’
ASP sell yams in  market

The presence of the particle ni following a constituent in sentence-initial

position indicates that it is focused:

(2) isu ni Ajike & ta 'it's yams that Ajike is selling'
yams FOCUS ASP sell

Wh-questions are formed by obligatory usage of the focus format:

(3) ki ni Ajike f ta ninu oja 'what is Ajike selling in the market?'
what FOCUS ASP sell in market

The structure of (3) will be considered to be as illustrated in (4) below
(structure subsequently will be indicated by bracketing).

COMP S
NP INFL VP
v NP PP
. g N B R
ki, ni Ajike n o ta [e]i ninu oja

When a subject is focused or questioned, a third-person singular resumptive
pronoun is obligatory:

(5) a. E{Ajikei ni S[o A ta isul]l 'ajike is selling yams'
FOCUS 3s ASP sell yams

b. g{tai ni S[oi A ta isul] 'who is selling yams?'
who FOCUS 3s ASP sell yams
If the locative phrase ninu oja is focused, the particle ti must be intro-

duced between the subject and the verb:
(6) g{ninu oja, ni [Ajike ti A ta isu ti]]

in market FOCUS ? ASP sell yams

'it's in the market that Ajike is selling yams'

ti is obligatory in 'where' questions:

@) g{nibo, ni sLAjTke ti A ta  isu ti]] 'where is Ajike selling yams?'
wherg FOCUS 7 ASP sell yams
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In these sentences ti 1is semantically empty, and although its presence is
clearly motivated by the presence of a locative in COMP, it does not occupy the
DS position of that phrase.

ti also occurs as a "preverb" in the construction exemplified by (8):

(8) ToluA ti oko bo 'Tolu is coming from the farm'
ASP from farm come

Note the position of the homorganic nasal continuous aspect marker with respect
to ti here: their order is the reverse of that in (6). If the object oko
is extracted, the order found in (6) is again obligatory:

(9) oko ni Tolu ti é bo 'it's the farm that Tolu is coming from'
farm FOCUS ASP come

No Yoruba verbs or preverbs other than the three to be discussed in this paper
can precede the continuous aspect marker in this way. In cases such as (6),
(7), and (9), where the presence of ti is motivated by the presence of a loc-
ative phrase in COMP, and it does not inflect or occupy the position in which
verbs usually occur, I conclude that it is performing a distinct role and occu-
pying a distinct syntactic position. I will assume the structure of (7) to be
roughly the following:

(10) S
/ S
COMP NP INFL ///XF\\\\
[//SES ASP V NP PP
a R
nibo, ni Ajike ti A ta isu [e]i

ti 1is also found in 'how' questionms:
(11) lbawo, ni [Dupe ti kf baba ré t, 1]

how = FOCUS greet father 3s poss.

'how did Dupe greet her father?'

Alternatively &e can appear on its own or immediately following ti , but one
of these options must be exercised or the result is ill-formed:
‘ th
(12) =[bawo ni ) tife ) pa ekun nda? t, 1]
S S ¥ i
how FOCUS 3s — kill leopard this
'how did s/he kill this leopard?

(13) *bawo ni o pa ekun naa?
As before, continuous aspect if it occurs is preceded by these elements. It is
worth noting that &e also serves as a main verb, meaning 'do'.

Embedded 'how' questions, manner relatives, and comparatives are all intro-
duced by the particle bi and must include either ti or %e :
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(14) mo f& mo [bi, Jo Se pa  ekun nda t.]]
1s want know how 2s kill leopard this

'T want to know how you killed this leopard’

(15) [bii S[Tolu tiri t,]]vya mi 1énd
how look open me mouth
'the way Tolu looked surprised me'
(16) mo ga [bii S[Ajike 1i ga ti]]
1s tall how tall
'T am as tall as Ajike is'

Finally in 'why' questions and relative clauses headed by 1idi (ré) 'the rea-
son', a particle fi occupies the same syntactic slot:

an g{nitoriki, ni S[Tolu fid 1o sl dja ti]]

why * Foc T ASP go to market
'why is Tolu going to the market?'
(18) plidi Lt (L8 fi A 1ot 1] ni lati ra isu
reason” REL 3s ASP go be for buy yams

'the reason he's going is to buy yams'

fi has many other uses, of which the most common is as a preverb having an in-
strumental interpretation:

19) o A fi Tbon pa  ekun 's/he is killing the leopard with a gun'
3s ASP gun kill leopard

When its object is extracted, it usually inverts with the continuous aspect
marker:

?

(20) ibon ni o ji_ﬁpa ekun 'it's a gun that she's killing the
gun FOCUS leopard with'

In a multi-clause question, the presence of the appropriate verb exclusively in
an embedded clause indicates that clause (rather than a higher one) to be the
location of the variable bound by the WH-phrase in COMP. 1In (21) below, nibo
can only bind a variable in the embedded clause, i.e. (21) must have the S-
Structure (22):

(21) nibo ni Ajike so fun e pe oun ti rfl Tolu?
where FOCUS tell you that 3s see

'where did Ajike tell you that she saw Tolu?'
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(22) S1
/A\
COMP S1
A NP s,
T~
COMP S2
NP INFL VP
////T\\\\
Y I‘I]P P!P
niboi ni Ajike so fun e pe oun ti ri Tolu [e]i

The presence of ti in S2 results in there being just one available interpre-
tation for (21), i.e.

(23) For which place x, Ajike told you [she saw Tolu at x]
But if ti occurs only in the matrix clause, the question is ambiguous. The
question in (24) can have either of the interpretations (a) or (b):

(24) nibo ni Ajike tT so fune pe ounri Tolu?
where FOCUS tell you that 3s see

where did Ajike tell you that she saw Tolu?
a. for which place x, [Ajike told you at x] that she saw Tolu
b. for which place x, Ajike told you [she saw Tolu at x]

This indicates that two S-structures may correspond to question (24): that in
(22) above and the one below:

(25) s,
/\
CoMP 5,
Nm
v NP PP 52
//\
T Nf//iz\\\\VP
O
nibo, ni Ajike ti  so fun e [el, pe oun ri Tolu

A further complication exists. In addition to the two positions of ti in
(21) and (24), it is also possible for ti to appear in each clause. The
question in (26) below can have either of the two interpretations available for
(24) and additionally for some speakers can be a question involving two places,
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for which a third structure must be entailed, in which nibo 1is indexed to
two gaps:

(26) nibo ni Ajike ti so fun e pe oun ti ri Tolu
where tell you 3s see

a. for which place x, [Ajike told you at x] that she saw Tolu
b. for which place x, Ajike told you [she saw Tolu at x]

c. for which places x and y, [Ajike told you at x] that [she saw Tolu
at y]

(A fourth interpretation seems to exist as well, wherein for which x has matrix
and for which y embedded scope, but judgements so far have not been entirely
clear). The (a) interpretation is unexpected, as it indicates that a ti may
occur vacuously beyond the logical source of nibo .

Although two-story ‘'where' questions have been used in these examples for
ease of exposition, the same facts hold of 'why' and 'how' questions and of
three and four clause structures.

These structures were found to obey Subjacency, so I assume a wh-movement
derivation for all of them. It is therefore tempting to relate the presence of
ti , fi , and se to the ECP. Under standard assumptions, movement would pro-
ceed successive-cyclically from COMP to COMP leaving traces, which ti , fi ,
and se could be thought to sanction in compliance with the Empty Category
Principle given in (27a), where proper government is as stated in (27b) (cf.
Chomsky [1981], Aoun & Sportiche [1981]):

(27) a. ECP: NP[e] must be properly governed
b. A properly governs B if A governs B and
(1) A is a lexical category XU (lexical government), or

(i1) A is coindexed with B (antecedent government)

Minor alteration of the structure I proposed in (10) would allow ti to lexi-
cally govern a trace dominated by VP. Thus in a single clause sentence such as
(7), ti could be assumed to properly govern Wh-trace at the source. Likewise
in a multi-clause question such as (21), where ti 1is contained in an embedded
clause as illustrated below, 1i could be argued to properly govern NP[e] at
the site of extraction:
(28) = [nibo, [ g < [tit, 111]

S1 i S1 82 S2 — i
Consider however the configuration below, representing the structure of (24),
reading (b):
(29) 5&[n|boi

[t

5

Here ti 1is too remote to lexically govern the extraction site._ It might be
thought to properly govern the trace in the intervening COMP of S,, which
would then antecedent-govern the source, but since nibo cannot antecedent-
govern the source in a single clause question such as (7), it would be surpris-
ing if an intermediate trace could do so. We can see from (24b)/(29) that ti
is not needed to lexically govern the source, and from (21)/(28) that it is not
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required to licence intermediate traces. In short although ti is obligatory,
owing to the unpredictability of the clause in which it will appear, either of
the two functions which this approach can ascribe to it are demonstrated to be
optional, so our understanding of its role is not furthered.

An alternative possibility exists. At the beginning of this paper, I noted
that a subject cannot be focused or questioned unless a resumptive pronoun oc-
cupies subject position. This suggests that Wh-trace cannot be properly gov-
erned from COMP at all in Yoruba. We have seen that a verb's object can be ex-
tracted freely, which indicates that verbs can be proper governors. Let us as-
sume that proper govermment has to be lexical in Yoruba and briefly examine
[-N] lexical governors.

All objects in Yoruba must be adjacent to a verb, preposition or preverb.
The sentence in (30) illustrates the use of the semantically empty preposition
nf to govern and case-mark the NP onje 'food':

(30) Bola fun mi nf onje 'Bola gave me food'
give me PREP food

(*Bola fun mi onje)

Prepositions cannot be stranded, so are not proper governors in Yoruba. They
are further limited in that they cannot take pronominal objects. If an object
not governed by a verb is pronominalized, the preverb fi must be introduced
for it to cliticize to (note that here continuous aspect would precede fi , as
in (19)):

(31) o fi fun mi 'she gave it to me'
3s 3s give 1s

This use of fi suggests a similar treatment of ti , fi , and se . If we as-
sume that only verbs and preverbs are proper governors in Yoruba, we can ex-
plain the introduction of ti , fi , and se 1in a way that parallels the in-
sertion of fi above, as a means of overcoming a syntactic restriction, here

on wh-movement. Both prepositional phrases and adjuncts lack lexical governors.
If antecedent government is not possible in Yoruba, as the evidence from sub-
ject focusing suggests, then perhaps before an adjunct or PP can move to matrix
COMP it must find a lexical proper governor for its trace. If we assume that
movement proceeds through INFL, then perhaps the presence of a trace there trig-
gers insertion of the appropriate verb, in the same way that pronominalization
of onje causes fi to be inserted in (31).

The (c) reading of (26) can be derived as mentioned above from a structure
including two nibo's, one in each clause, such that at S-structure nibo is
indexed to two gaps. Perhaps in cases such as (26b), where ti is _included in
every clause, the moved phrase has passed through the INFL of each S on each
successive-cyclic move. The (a) reading of (26) still fails to be captured,
however, and as yet remains a mystery.
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THREE CASES OF DOWNSTEP IN VENDA

Farida Cassimjee and Charles W. Kisseberth
University of Illinois

According to Westphal [1962], Venda, a Bantu language spoken in the Zout-—
pansberg district of the northern Transvaal in South Africa, displays the phe-
nomenon of downdrift. Each occurrence of a sequence of low-toned vowels be-
tween two sequences of high-toned vowels causes the second sequence of high-
toned vowels to be realized at a somewhat lower pitch level than the first se-
quence (where ''vowel' = any tone bearing unit, including syllabic nasal, and
"sequence' = one or more such units). In addition to downdrift, Venda also dis-
plays downstep; that is, there are instances where what is demonstrably a se-
quence of high-toned vowels is immediately preceded by another sequence of high-
toned vowels, yet the second sequence is pronounced at a somewhat lower pitch
level than the first. 1In this paper we examine three instances of downstep in
Venda and argue that all of them can plausibly be regarded simply as instances
of downdrift but where the low tone that induces the downdrift is a tone that
is present in the (autosegmental) tonal tier but unassociated with any vowel.

Before we examine these three cases of downstep, it is necessary to review
very briefly the analysis of Venda tonology developed in Cassimjee [1983] where
the following tone rules are postulated:

LOW-DELETION: A Low tone at the beginning of a word is deleted when the
preceding word ends in a High tone.

MEEUSSEN'S RULE: A High tone is changed to a Low tone when immediately
preceded by another High.

HIGH TONE SPREAD: Add an association line between a High and an immediate-
ly following vowel (provided that to do so does not result in the crossing
of association lines). This rule is applied iteratively from left-to-right.

CONTOUR SIMPLIFICATION: (a) If a HL sequence is associated with the same
pre-penult vowel, disassociate the Low; (b) if a HL sequence is associated
with the same ultimate vowel, disassociate the High.

All of these rules are phrase-level rules and they apply in the order listed.

Cassimjee assumes that there are just two underlying tones in Venda, High
and Low, and that (in the level of representation that is input to the above
rules) each vowel is associated with at most a single tone, i.e. it is not nec-
essary to assume there are lexical contour tones. Furthermore, she assumes
that within a morpheme, successive high-toned vowels are all linked to a single
High on the tonal tier whereas successive low-toned vowels are linked to sepa-
rate Lows on the tomal tier. Given these assumptions and the rules mentioned,
an extremely complex pattern of alternation in Venda nominals can be accounted
for in an elegant fashion.

The first case of downstep: Downstep arises as a consequence of the appli-
cation of the rule of Contour Simplification (which disassociates the Low in a
HL sequence associated with a pre-penult vowel). Consider, for example, the al-
ternation between mu-lambdni 'at the river' (isolation form) and md-lamb!dni
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(form used after a word that ends in a High). The symbol "!" marks the fact
that downstep occurs between the two sequences of high-toned vowels separated
by "!". The post-High form is produced by the following derivationm:

(1) H ## % % T %

mu-lamboni

H ## L HL
inapplicable

H## L HL
“::j\~J

mu-lamboni

H #H# L T %

(input)

Low-Deletion
Meeussen's Rule

High Tone Spread

mu-fambeni Contour Simplification

Notice that when Contour Simplification disassociates the L from the pre-penult
vowel, there is a "floating'" Low between the high-toned pre-penult vowels and
the high-toned penult vowel. And there is also a downstep at this point. We
attribute this downstep to the floating Low. In other words, a floating Low
will trigger downdrift just as an associated Low would. All that is required
is that this floating Low actually be in the tonal tier at the point where the
rule of Downdrift applies.

The preceding example involved a case where Contour Simplification affects
a contour tone created by the phrasal application of High Tone Spread. There
are also cases where Contour Simplification affects a contour tone resulting
from the word-internal application of High Tone Spreading. For example, if we
compare the first and third person present tense verbal forms ndi-a-vhén-3
'T see' and U-4-vh!én-4 ‘'he sees', an analysis immediately suggests itself
where ndi- and -a- are Low-toned elements, and (- and -vhdnd are High-
toned elements. We would then obtain the following derivations:

(2) LIl, H H H
ndi-a-vhona u-a-vhona (input)
inapplicable inapplicable Low-Deletion
inapplicable inapplicable Meeussen's Rule
HL H
inapplicable u~a-vhona High Tone Spread
HL H
inapplicable u-a=-vhona Contour Simplification

In the derivation of

G-4-vh1énd we see that the application of Contour Simpli-

fication to the output of the word-internal application of High Tone Spread cre-
ates a floating Low tone and that there is, in fact, downstep at precisely the
point where this floating Low occurs.



Three Cases of Downstep in Venda 47

The second case of downstep: Another source of downstep in Venda is a
floating Low tone that arises in the morphology (as opposed to the operation
of a phonological rule, as in the preceding case). The present tense forms cit-
ed above are valid only in cases where the verb word is final in the clause.
If another word follows, then the present tense forms lack the /a/ prefix.
The "short" forms for first and third person singular present tense are shown
in (3):

(3) ndi-vhénd... d-vhtond...

The proper analysis of these short forms seems to involve saying that whereas
the long present tense form has an /a/ prefix and a Low tone that is associat-
ed with that prefix, the short form has no /a/ prefix but does have a Low

tone located at the point between the subject prefix ( ndi- or d- in the ex-
amples under discussion) and the verb stem. The suggested underlying forms,
then, for (3) are as in (4):

(4) L LH HL H
ndi-vhona... u-vhona...

It is this floating Low tone in the short present form that causes the downstep
between a High-toned subject prefix like - and a High-toned verb stem like
-vhénd .

The third case of downstep: 1In addition to floating Low tones created by
Contour Simplification and in the morphology, we suggest that there are also
floating Low tones created by a rule of Tone Metathesis. Consider the follow-
ing present tense examples:

(5) ndi-a-lindela 'I am waiting'
d-3-11ndéla ‘he is waiting'
From the first person singular form it is clear that -lindela is a Low-toned

verb stem. The problematic form is the third person singular. Why is the High
tone on the subject prefix able to spread all the way to the second vowel of
the verb stem? Why is there no trace of the Low tone associated with the /a/
prefix? An answer to these questions emerges when one considers the pronuncia-
tion of the items in (5) when they follow a word that ends in a High.

(6) ndf-d-iindela

, 2
1§-4-11ndéla

The data in (6) strongly suggest that there is a floating Low tone in front
of the third person form since (a) there is a downstep between the final High
of the preceding word and the High of the subject prefix on the verb, and (b)
the High of the preceding word has failed to trigger Meeussen's Rule (which or-
dinarily would change an initial High in a verb to Low after a word that ends
in a High).

If we assume that there is, then, a floating Low in front of the third per-
son form, where could it have come from? If we were to say that it originates,
via metathesis, from the Low tone associated with the /a/ prefix, then we
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would explain both why there is a downstep in front of the verb word and also
why the High tone of the subject prefix is able to spread past the /a/ prefix
all the way into the verb stem.

The Tone Metathesis rule can be formulated roughly as follows:

(7) HL [ L
Verb Stem = 216¢3
12 3

Tone Metathesis is triggered only by Low verb stems, and it applies only when
there is a HL sequence in front of the stem. We illustrate the effects of this
rule below. (It will be noted that we have assumed the existence of a special
rule that deletes the initial Low of a verb stem after a High-toned prefix.
This rule has not been fully justified here, but it is important in determining
how far into the verb stem a High-toned prefix is able to spread.)

(8) H## HL L LL
[

u-a-lindela (input)

inapplicable Low-Deletion

H##L T % LL

u-a-lindela Tone Metathesis
inapplicable Meeussen's Rule
H#HL H L L (initial-Low deletion from verb stem)
H##L H L L
] |
u-a-lindela High Tone Spread
inapplicable Contour Simplification

We have now examined three cases of downstep in Venda and have shown that
they all can be accounted for in terms of the principle of downdrift operative
in the language as long as we assume the existence of floating Low tones in the
tonal tier at the point where Downdrift applies. Furthermore, we have shown
that these three cases of floating Low tones have separate origins. In one
case the floating Low originates from Contour Simplification, in another case
from the morphology, and in a third case from the application of a rule of Tone
Metathesis.

REFERENCES

Cassimjee, Farida. 1983. "An autosegmental analysis of Venda nominal tomol-
ogy." Studies in the Linguistic Sciences 13(1):43-72.

Westphal, E. 0. J. 1962. '"Venda: tonal structure and intonation." African
Studies 21(2):49-69; 21(3-4):125-173.



THE APPENDIX IN PARAMETRIC PHONOLOGY

Monik Charette
Projet sur les langues africaines (U.Q.A.M.)
and McGill University

1. Introduction

Vowel shortening processes sensitive to syllabic structure have been treat-
ed as specific rules for specific languages in a linear phonological framework.
The fact that in different languages the contexts of application of the rules
are identical suggests that vowel shortening has to be derived from a universal
principle and not by language specific rules which need to be learned indepen-
dently. Following this line, the difference in the context of application will
be explained from the differences in the syllabic structure of languages in
question. To account for vowel shortening processes sensitive to syllabic
structure, Lowenstamm & Kaye [1982] have proposed a universal principle, the
Prosodic Government Principle (henceforth PGP). The principle seeks to explain
why we cannot find long vowels in closed syllables in languages where vowel
shortening occurs.

In this paper I will discuss an apparent violation of the PGP in Wolof, a
West Atlantic language spoken in Senegal. I will show that the violation is
indeed apparent because of an independently motivated theory, that of the "ap-
pendix". The intersection of these two theories will give precisely the desir-
ed results.,

2. Prosodic Government Principle

""One could for instance speculate that the Nucleus is the 'head' of the
rime constituent. We could then go on to say that this element must in
some sense govern its sister constituents of the rime. This relationship
would be defined, at least in part, configurationnally and could explain
why long vowels and [heavy] diphthongs are not found in closed syllables
in languages for which such a constraint holds." [Lowenstamm & Kaye 1982:
271

PGP excludes configurations with a branching nucleus in a branching rime.

(@8] * g * g
P P
0 R 0 R
N
N C N [¢
A | AN
X X X X X X X X
N 7T
a b [ abec c
(long vowel) (heavy diphthong)

In such configurations the head of the rime (the leftmost point under the
nucleus) does not govern all its sister constituents in its prosodic domain,
the rime, since the first branching constituent dominating it is the nucleus
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and not the rime.

3. Yawelmani

If we consider Yawelmani [Kurada 1967] we see that vowel shortening occurs
in all closed syllables, which means that PGP is systematically respected.

(2) stem aorist passive aorist gloss
/tilit/ /'ilii+hin/  ['ileehin] /rilii+t/ [tilet] 'to fan'
/panaa/ /panaa+hin/ [ panaahin] /panaa+t/ [panat ] 'to arrive'

/Yaami|/  /'aamil+hin/ ['aamilhin] / aamil+t/ ['amlit] 'to help'

The PGP explains why we cannot find long vowels in closed syllables in a
language like Yawelmani. By the PGP the branching nucleus of a syllable like
~-1i1 must loose a point of the skeleton when the coda of the rime is occupied:
( -1fi+t » -1it ). If the nucleus does not loose a point of the skeleton, the
head of the rime (the leftmost point under the nucleus) will not govern all of
its sister constituent in the rime.

(3) /'ilii+hin/ ['ileehin]

g o} o} o] g g
& Tk & Tk 7 % % o Tx "
| | AN | | N\
N N N C => N N N C
! A\ ! | PaN [
X X X X x + x X X X X X X X X X X
| [ N I [ | [ N .
' i | i h i n ' i | i h i n
Jtilii+t/ [Tilet]
o g g g g o]
AN . //f\\\ ///N\\\ //*\\ P
0 R 0 R 0 R O R 0 R 0 R
! I | PN I -\
i S I N O G S O A A B
b4 X X i/A\k + x x X X {A} X X i X X X
| T\ || IV | I
! i i t ! i it ! [ T B
3. Wolof

If we now consider Wolof [Diagne 1971; Dialo 1983; Sauvageot 1965], a lan-
guage in which a vowel shortening process sensitive to syllabic structure is al-
so present, we must explain why PGP is always respected in non-final syllables
while it is apparently systematically violated in word-final syllables. Such
cases are given in (4) below.

(4) imperfective inversive gloss

[ ro0f ] /roop+i/ [ roppi] 'to put in/to take out'
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[yEEw] /iEEu+i/  [yEwwi] 'to tie/to untie'
[tEEr] /tEEd+i/ [tEddi] 'to start/to stop a vehicle'

The inversive forms show us that word internally a long vowel shortens when
the coda is filled.

(5) /rO0p+i/ [roppi]

g
" & Tk 7 k¢ X 7 % o x
1 | /\ | /\ |

N N — }i C N —_ N C N

N\ | [ | | ] |
X X X X+ X X X X X X X X X X X X X
T 2 VA I A VA
r 0 p i r 0 p i r 0 p i

We see in (5) that when the inversive suffix is added to a stem ending in a
consonant, this segment is syllabified under the rime which is creating a
closed syllable. Since the rime is now branching, the nucleus must loose a
skeletal point to prevent violation of the PGP. The skeletal point dominating
the consonant could not be syllabified in the following onset since this con-
stituent already dominates a skeletal point. The only possible syllabification
is then for the point to occupy the coda position which is not filled. The
gemination of the consonant is explained by the fact that the onset of the in-
versive syllable dominates a skeletal point which has to be associated to a
segment.,

To explain the fact that in Wolof the PGP is systematically violated in
word final syllables, I would like to claim that a word-final syllable contain-
ing a long vowel followed by a single consonant is not a closed syllable as
seems to be the case, but is rather open. Following this I will suggest that
Wolof has an appendix position (a non-rimal constituent) which is, like an ex~
trametrical position, possible at the end of a word or a cycle. This suggests
that the syllabic structure of a word like [rOOf] is a syllable composed of a
non-branching rime followed by an appendix constituent to which the last conso-
nant is associated. Since the rime is non-branching, there is no reason for
the long vowel to be shortened by the PGP.

(6) [roof] ,,/$~\\\ * //2\\\~
0 R App 0 R
1 N
N N C
A /N |
X X X X X XX X
| y | v
r P r 0 p

Having shown that a word-final syllable containing a long vowel followed by
a single consonant-is to be analyzed as having a branching nucleus and an appen-
dix, the question is now whether the appendix position is justified elsewhere
in the language. The answer is provided by words ending in more than one conso-
nant. We find in Wolof words ending in geminate consonants which are never pre-
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ceded by a long vowel. The analysis for such words is one with a branching
rime followed by an appendix. Since the coda never branches (because we never
find a cluster of more than two consonants word internally and because when a
suffix beginning with a consonant is added to a stem ending by a geminate, an
epenthetic vowel appears) the appendix position is justified, the two skeletal
points dominating the geminate needed to be associated to a syllabic constitu-
ent.

(7) bOpp 'head' o
../T\
0 R App
N T
N (9
x ,L\/x
b O p

It is clear that a final consonant following a long vowel must be analyzed
as being in the appendix (because of the PGP) and that the same 1s true for a
word ending in a geminate. But this leaves open the question of the analysis
of a final consonant preceded by a short vowel. 1Is the consonant in the coda
or in the appendix? That is, is the appropriate structure (8a) or (8b)?

(8) nak 'cow' a.

g b. g
I T
0 R d R App
S & T
N C
X i i X L X
I | I
n a g n a g

The following factors suggest that the syllabic representation of a word
containing a short vowel followed by a single consonant has a non-branching
rime followed by an appendix dominating the last consonantal segment:

(a) An open syllable is less marked than a closed one.

(b) When a syllable contains a long vowel followed by a single consonant,
this consonant is syllabified under the appendix and the syllable is
open.

(c) No words end in more than one consonant except those ending in gemin-
ates which have the syllabic representation of a single segment asso-
ciated to two skeletal points, one under the coda and one under the
appendix. (The consonant cluster nasal-obstruent is analyzed as the
nasal associated to the nucleus and the obstruent under the appendix.
No long vowels precede such clusters.)

I consider that this amalysis provides a plausible account of the acquisi-
tion of syllabic structure. Word-internally and word-final the coda is filled
only by a segment associated to another constituent, i.e. only geminates occupy
a coda position. There is no evidence that the last consonant of a word such
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as nak is under the coda since in no other case would a consonant be unique-
ly associated to the coda position. Analysing the consonant under the coda
would lead us to say that only in word-final position is a single segment syl-
labified under the coda.

To sum up, my claim is that in Wolof all syllables are open except when
closed by the initial element of a geminate.
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SEMISEGMENTAL PHONOLOGY

Donald G. Churma
Ohio State University

In the full version of this paper, I argue for a restrictive theory of
tone in what I will refer to as ''true tone languages" (TTLs) as contrasted
with, say, pitch accent languages. Assuming in broad outlines the theory of
autosegmental phonology, I provide evidence that this theory should be restric-
ted, when applied to tome in TTLs, in these ways:

(1) Tonal autosegments are at some point in the derivation mapped onto
their anchors, after which they behave like any other non-autosegmen-—
tal feature.

(2) Tonal autosegments may be associated with no more than one anchor.

Evidence for (1) is of three types. First, rules that are crucially auto-
segmental in nature, e.g. deletion of a vowel without concomitant deletion of
the tone it bears, universally precede rules that are not, e.g. spreading, in
the sense of Hyman and Schuh (cf. Leben [1973], Odden [1980], and Creider
[1983]). Secondly, diachronic changes appear never to affect tones in a cru-
cially autosegmental way, as I have argued in Churma [1983, to appear]. This
follows from (1) together with the hypothesis that rules are added only at the
end of the grammar. Third, no crucially autosegmental rule may be optional,
since only possible sound changes may be optional synchronic rules [Churma
1983, to appear].

There are a number of different kinds of evidence which support (2). First,
note that it is not necessary to allow violations of (2) in order to allow for
rules that affect (apparent) sequences of like tones as if they were a single
multiply-associated autosegment, given the existence of the Q-subscript formal-
ism, which is independently required for an account of Kikuyu, where rules af-

fect sequences of like tones even across word boundaries [Clements and Ford
1979]. '

Furthermore, there are a number of examples for which the unmarked autoseg-
mental case, i.e. multiple association of tones, either requires unwieldy rules
or simply gives incorrect results, including the following. First of all, de-
spite the fact that only '"stranded" tones would be expected to reassociate with
the trigger of the rule that results in the loss of their segmental support
[Clements and Ford 1979], in fact any tone whose support is lost reassociates
to the trigger [Leben 1978]. Thus, in the often cited case of Lomongo,
/baténgd bdkdé  'his book' -+ baidng8kdé , despite the fact that the high
tone on the second o© in the input would not be stranded after vowel deletion
if it was also associated (in unmarked fashion) with the first o .

Secondly, in some languages, rules that appear to be clearly autosegmental
in nature (in the sense that they would be most simply expressed by a crucially
autosegmental rule) make it impossible, when treated as such, to state subse-
quent rules. For example, in Churma [to appear, b] I argue that in Loko there
is a rule which converts all tones of the second element of a compound to low
(presumably stated most simply as To + L, with association of all vowels to the
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L). However, a later rule must be able to convert the first two Ls (either as
simple Ls on vowels of the second element or as part of a word-final falling
tone on the first element) to H when they follow a word-final H. The Ls in
this case behave as if they were singly associated; however, only the tone of
the first syllable is affected if the first element has final falling tone,

and only the first two are affected if it has a final H. 1If multiple associa-
tion of tones is prohibited, as in (2), this would require that the former rule
be revised so that all (singly-associated) tones in second elements are replac-
ed by L, and the latter would be able to apply appropriately.

A third argument in favor of (2) comes from Odden's [1980] analysis of cer-
tain forms in Shona, which behave as if they have multiply-associated tones
with respect to an early rule (in that indefinitely long sequences of Hs are
lowered) but behave otherwise with respect to a later rule, where only a sin-
gle H of a sequence is lowered. If (2) is adopted, then this difference would
be attributed to the presence of a Q-subscript in the case of the former, but
not the latter. (These facts could also be taken as support for (1), as in
fact Odden argues, with the difference in behavior accounted for in terms of
the different behavior of pre- vs. post-mapping rules; however, the putatively
post-mapping rule does not appear to have the other kinds of characteristics
exhibited by such rules.)

Finally, in Venda, according to Cassimjee [1983], all Hs are multiply asso-
ciated, but all Ls are singly associated, as indicated by the fact that indef-
initely long sequences of Hs are affected by a rule, whereas only the first of
a sequence of Ls is affected by another rule. If we assume that there are just
100 lexical items for which the putative difference between singly- and multip-
ly associated tones could be detected from the way in which they are affected
by the relevant rules, then the probability of the above distribution occurring
by chance is (1/2)!%%, or one in over 1,200,000,000,000,000,000,000,000,000,000.
An alternative account in which the difference in behavior derives, not from a
wildly improbable chance distribution with respect to lexical representationms,
but from a simple difference in the form of the rules involved (Q-subscript vs.
lack thereof) seems clearly preferable.

The converse of (2) is clearly not true, given the existence of contour
tones. The different autosegmental tiers behave differently in other respects,
as well, For example, while elimination of one of two tones associated with a
single vowel is commonplace ('"contour-tone simplification'), no language re-
quires that one of two vowels (putatively) associated with a single tone be de-
leted. Thus, tone in TTLs is more nearly suprasegmental than autosegmental in
character—indeed close to being strictly segmental when compared to other pro-
sodic characteristics (as Bell and Hooper [1978] almost suggest).

There are a number of fairly obvious apparent problems for a theory that in-
corporates principles (1) and (2). Some of these are addressed in my 1983 pa-
per, and I feel that the others will also turn out to be only apparently proble-
matic (some are treated in work in preparation). In any event, the (apparent?)
problems facing a theory that does not incorporate the equivalent of these prin-
ciples are sufficiently severe that the potential explanatory role played by
these principles deserves careful attention.
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THE DESTRUCTION OF TONAL STRUCTURE IN MENDE

Elizabeth Cowper and Keren Rice
University of Toronto

In Mende, a Mandan language of Sierra Leone, there are several word forma-
tion processes which involve moving or copying tones and introducing low tones
that are assigned to all non-initial syllables of the second morpheme of the
word. We will claim that in order to account for these processes in the lexi-
cal phonology framework proposed by Kiparsky [1982], the rules copying and mov-
ing tones and assigning the low tones must destroy previously assigned autoseg-
mental structure.

1. Data

1.1. Reduplication. In Mende, reduplication involves the copying of an en-
tire verb or adjective stem to the right of the base. A final high tone of the
base is moved onto the reduplicated element and the remaining syllables of the
reduplicated element receive low tone. This is shown in (1).

(1) a. mbéld 'tear, split, break' mbé1dmbé |3 'tear to pieces'
b. himu 'murmur in dissatis-  humUhumd 'murmur in dissatisfaction'
c. nyandé ‘'pretty' faction' nyandénydndé 'very pretty'
d. fémbé 'shake' fémbefémbe 'shake repeatedly’

From the form in (la), it might seem that the high tone is spreading rather
than moving onto the first syllable of the reduplicated element. However, the
forms in (lc) and (1d) show that in fact the final high is moved. In these
forms, the base still carries a low tone which spreads right to associate with
the remaining syllables of the base. The inserted low tone then associates
with the remaining syllables to the right. In (la), since rightward movement
of the high tone leaves the base with no tone, the high tone spreads back.

1.2. Noun-noun compounding. Noun-noun compounding involves the copying of a
final high tone from the first noun onto the first syllable of the second noun.
The remaining syllables of the second noun receive low tome. This is illustrat-
ed in (2).

(2) a. nglld + mfta ngd1dmfta 'wooden spoon’
tree spoon
b. méndé + hdlé méndéhd e 'Mende medicine'
Mende medicine
c. pul + halé pliihalé 'European medicine’
Europe medicine
d. m&ndé + bElE meéndébé | & 'Mende trousers'

Mende trousers
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The word formation processes of reduplication and compounding thus both in-
volve the assignment of low tone to the second member of the word. They differ
only in that reduplication involves moving final high tones while compounding
involves copying final high tones. 1In the rest of the paper, our major con-
cern will be how the second element receives its tones.

2. Lexical Phonology and Mende

Within the lexical phonology framework, the organization of the grammar of
Mende is as follows.

(3) lexical phonology
' morphology phonology
compounding « mutation
intransitive formation > insert L/ ]__ in x0

copy final H in ][ in X0

move final H in ]] in X0

syntax
reduplication “
phrasal compounding -
inflection

+
1 postlexical phonology |

While the placement of syntax within the lexicon is controversial, we argue for
it in detail in Cowper and Rice [1984]. For the present paper, we simply as-
sume the model in (3). The rules we are concerned with here are the tone rules
in the lexical phonology and their interaction with morphological processes
within the lexicon. Before proceeding with our analysis, we will outline some
basic principles of lexical phonology relevant to our analysis.

In the lexical phonology model, there is a cycle back and forth between the
phonology and morphology sides of the grammar., While most languages that have
been treated in a lexical phonology framework have more than one level, it ap-
pears that there is just one level in the grammar of Mende.

The rules in the lexical phonology are sensitive to the internal structure
of words; the postlexical rules apply across the board, paying no attention to
internal structure. In order to capture this distinction between rule types,
the Bracket Erasure Convention is used. This convention erases word internal
brackets at the end of each level of the lexicon. Thus, within the Mende lexi-
con, the internal structure of words is transparent, but postlexically no refer-
ence can be made to this structure. The rules of the lexicon are subject to
the Strict Cycle Condition; they can only apply in derived environments. In re-
cent work, Kiparsky [1983] proposes that only structure changing rules are re-
stricted by the Strict Cycle Condition to derived environments; structure build-
ing rules such as stress assignment and tone association are not so restricted
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and can apply to basic lexical entries.

With this overview of lexical phonology, we will now go on to look at the
rule of tone association in Mende.

3. The Place of Tone Association in the Grammar

In arguing for the placement of tone association, we will assume with Leben
[1978] that Mende is a language with autosegmental tone and tone spreading. We
will show here that (1) tone association occurs in the lexical rather than in
the postlexical phonology and (2) it precedes all rules of word formation in
the lexical phonology.

We will present two types of evidence that tone association is lexical rath-
er than postlexical. In both cases, if tone association applied postlexically,
incorrect forms would be generated. First, consider a case where a polysyllab-
ic stem has a single tone associated with it, as in (4).

(4) a. bulu "horn' b. bulu + nga 'horns'
H H L

If tone association is postlexical, brackets will have been erased, obliterat-
ing word internal structure and predicting the tone association in (5).

(5) bulunga

v

H L
The correct tone association is not (5), however, but (6):
(6) bilyngT

H L

This pattern follows only if tone association is sensitive to word internal
structure.

A second piece of evidence for tone association being lexical comes from
the existence of word internal contour tones. An example is shown in (7).

(7) a. mba 'rice' b. mbangT 'rices'
L H LHL

Again, postlexical tone assignment predicts the incorrect form in (8) rather
than the correct (7b) since access to word internal structure is not allowed.

(8) mbanga - *mbanga

LHL LHL
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Once tone association is placed in the lexical component of the grammar,
the theory of lexical phonology predicts that it will apply immediately to the
basic lexical entries. As discussed in Kiparsky [1983], structure building
rules can apply to basic lexical entries and are not restricted by the Strict
Cycle Condition to derived environments. Tone association is a structure
building rather than a structure changing rule and therefore applies as the
first rule of the lexical phonology before any phonological or morphological
processes have a chance to apply.

4. The Destruction of Assigned Tones

Since tone association can be shown to apply before any other processes, it
follows that when word formation processes apply, the component parts of the
word already have their tones associated. Thus if any word formation process
introduces a new tone pattern, the original associated tones must be deleted.
Thus, in a reduplicated form like (9), the tones on the second element must be
erased in order to give the correct phonetic form.

(9) mbela mbela
H H
phonology mbe | a tone association
H
morphology [[mbTLa] mbela] reduplication
H H
phonology [[mbela] mbela] (tone erasure)
V
H
[[mbela] mbelal insert L
H L
[[mbela] mbela] move final H
Y
[[mbela] mbelal tone spread
HL
[[mbela] mbela
~N postlexical rules
H L

The surface tones in reduplicated forms might be accounted for by claiming that
reduplication involves copying merely the segmental tier, leaving the second
element toneless. The tone erasure step would then be unnecessary and the deri-
vation would go directly to mbela mbela and then continue as illustrated.

H
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While such an approach involving copying only the segmental tier will handle
the reduplication data, it is unavailable for any word formation process in-
volving elements with lexically assigned tone. An example is noun-noun com-
pounding, as shown in (10).

(10) mende  hale
L H H
phonology mende  hale tone association
Il \V4
L H H
morphology [[mende ] hale]] compounding
AV
L H H
phonology [[andT][hale]] (tone erasure)
L H
[[mende]lhale]] insert L
V4
L H L
[[mendelhale]] copy final H
I 1 N
L H HL
[[and?][h?|T]] postlexical rules
L H HL

Since hale with associated H is a basic lexical entry on its own, it will be
assigned tones by tone assignment on entering the phonological component of the
grammar. Since this item is assigned tones before compounding occurs, the tone
erasure step is necessary to eliminate these assigned tones. We thus see that
there is no way to avoid erasing autosegmental structure.

To sum up, we have shown that tone association in Mende precedes all rules
of word formation. We have also shown that word formation rules involve whole-
sale changes in tone melody and thus must detach and erase previously assigned
structure. What remains to be shown is that the erasure of tones need not be
stipulated in the grammar of Mende, but follows automatically from the theory
given the existence of the tone insertion, copy, and movement rules. In the
derivations shown in (9) and (10), the tone erasure step (in parentheses) need
not be stated but follows given the other rules.

As Kiparsky [1983] discusses for English stress rules, structure building
rules override existing metrical structure when they apply in derived environ-
ments but not when they apply in non-derived environments. This overriding of
existing metrical structure is not blocked by the Elsewhere Condition since the
string affected by the stress rules is not a substring of any lexical entry.
Since the structural description for the stress rule is met and nothing blocks
it from applying, the rule must destroy any previously existing structure to be
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interpretable: a stress rule cannot apply to stress an already stressed form.

The destruction of autosegmental tone can be viewed similarly: it follows
automatically from the theory given the existence of the derived environment
low tone insertion rule. This rule is not interpretable unless it automatical-
ly erases structure previously assigned since tones cannot be assigned to al-
ready toned structure. Since tone melodies in Mende are associated with mor-
phemes rather than syllables, it follows that when tone erasure occurs the
tone melody of an entire morpheme disappears.

[The authors' names are given in alphabetical order. No priority of author-
ship is intended. Thanks to Patrick Conteh for help with the data.]
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ONE FATHER OR TWO? POLYSEMY IN KINSHIP TERMS

Chet A. Creider
University of Western Ontario

1. Introduction

In this paper I propose the use of empirical procedures developed in the
study of semantics in linguistics for the resolution of aspects of a long-
standing debate in anthropology. All kinship terminologies use a small number
of terms. For example, in a Hawaiian-type system, there may be only a handful
of terms. The Mbuti pygmies use just five terms [Turnbull 1965:110]: tata
'individual of one generation greater than my parents', epe 'male of my par-
ents' generation', ema 'female of my parents' generation', moko 'individual
of my generation', and mlki ‘'individual of a generation below my own'. Kin-
ship terms which denote a large number of kin types are termed classificatory
after Morgan [1871]. Terms which denote a small number of types are called
descriptive. These two labels are frequently also used to describe entire ter-
minological systems, although this usage is of course very imprecise.

In the semantic analysis of kinship systems, two general approaches have
been taken in the literature. In the first, which I will call the social cate-
gory approach, it is claimed that kinship terms do not inherently have anything
to do with kinship (as biologically defined). So-called kinship terms are in
essence terms which express relationships of social category. Relationships
which are felt to be ones of kinship in, e.g. English, are '"covered" by, i.e.
have as functional analogues, terms which are non-biological in basic meaning.

The second general direction for analysis is taken by the "extensionist"
hypothesis. Under this hypothesis, kinship terms have core meanings which are
biologically defined. These meanings are then 'extended" to cover wider ranges
of kin types. Thus epa in Mbuti usage would have as its 'core' meaning
'father of ego'.

A classical statement of the social category approach was provided by Leach
in 1958 in a paper entitled, '"Concerning Trobriand clans and the kinship cate-
gory tabu'". A highly polemical reanalysis of the Trobriand data in terms of
the extensionist hypothesis was given by Lounsbury [1965], "Another view of
Trobriand kinship categories'. Since then the debate has raged without, to
the best of my knowledge as an impartial outsider, resolution. It has in fact
become customary for anthropologists simply to cite their affiliation to one or
the other '"side" in the debate as though this were now simply a matter of which
team one belonged to and had more to do with matters of ascriptive identifica-
tion than with decidable issues [Kiernan 1977]. 1In part this is due to the
fact that virtually all of the analyses which have been utilized in the discus-
sion have been based on data collected by others. Both Leach and Lounsbury
based their analyses on Malinowski's Trobriand data, supplemented by data pro-
vided by a missionary. Scheffler and Lounsbury [1971] used data collected by
Allan Holmberg, etc. We will see below why this is a self-defeating procedure.
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2. A Sketch of the Nandi Kinship Terminological System

Before proceeding further let me outline the principal relevant features
of the kinship terminological system of Nandi, a Southern Nilotic language spo-
ken by some million or so individuals in Western Kenya (including closely re-
lated dialects). The terminology is a variant of the bifurcate-merging or Iro-
quois type known as Omaha. The term kwaanta 1is used in referring to ego's
father, his father's brothers and all individuals whom ego's father calls
brother. This includes of course all of ego's father's father's brothers'
sons since ego's father refers to his father's brothers as kwaanta . In addi-
tion one's father's mother's sisters' sons are called 'father' because ego's
fathers call the children of their mothers 'brothers and sisters'.

The term eeyoco is the basic word for mother. It is used to refer to
one's own mother, to one's father's other wives and to all women whom one's
mother calls 'sister'. It also is used to refer to the wives of everyone one
refers to with kwaanta

It should be emphasized that the language does not provide terms to distin-
guish among these different kinds of 'mother' and 'father'. It is of course
possible to use relative clause constructions to identify uniquely the particu-
lar individual one is referring to, but in such a case there is no tendency to
prefer a kin-based identificational procedure over any other means of uniquely
identifying some referent. It is as natural for a Nandi to refer to his FaBr
as 'father' as it is for an English speaker to call the same individual 'uncle'.
Countless details of usage reinforce the system. To cite just one, the Nandi
practice teknonymy, and refer to an individual by the name of his or her (usu-
ally first) child. A man without children of his own, but with, for example,
an older brother who has had a son named Kibet, will be called 'father of Kib-
et'.

The term seenke is used to refer to anyone whom ego's father calls 'sis-
ter'. These individuals are father's sisters, father's father's brother's sis-
ters and father's mother's sister's daughters.

The term maama denotes anyone that one's mother calls 'brother', i.e.
mother's brothers, mother's father's brother's sons and one's mother's mother's
sister's sons. This term can also be applied to generations below ego, i.e. to
one's MoBrSo and MoBrSoSo. Finally it is a reciprocal term, so it also means
'sister's son', i.e. 'son of anyone ego calls sister'.

This basic system is paralleled on one's own generation by the use of terms
for 'sibling', 'brother', and 'sister' for anyone who is the child of someone
one calls eeyoo or apa (the address term corresponding to kwaanta 'fa-
ther'). Similarly, the children of one's sibling are called 'sons and daugh-
ters’'.

3. The Analysis of Polysemy in Linguistics

George Lakoff [1970], in a well-known Linguistic Inquiry squib, distinguish-
ed between ambiguity and vagueness and provided a number of tests which allow
linguists to distinguish between the two. The article by Arnold Zwicky and Jer-
rold Sadock [1975], "Ambiguity tests and how to fail them", provided a conveni-
ent summary of the literature together with an evaluation. The basic test I
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will use in the next section '"passes' according to Zwicky and Sadock and is un-
controversial today.

Our goal will be to determine if the meaning of a Nandi kinship term which
is classificatory is polysemous. If it is, then an ambiguity test will allow
us to distinguish the different senses which the term has. Let me illustrate
with a couple of English examples. First, suppose we wish to determine whether
the English term 'father' is ambiguous, i.e. has two senses, as between 'bio-
logical father' and 'priest'. Imagine a situation in which there are two indi-
viduals, Bill and John, both of whom regularly attend mass and frequently turn
to their respective priests for counselling. In addition both have living fa-
thers. In other words, each of Bill and John has two 'fathers' as shown below.

¢} 1 2 3 4
biological fathsz\v///priest biological father priest
John Bill

Now consider the sentence, 'John called his father, and Bill called his also’.
The possible pairings of individuals who are in the 'father of' relationship to
John and Bill are 1+3, 2+4, 1+4 and 2+3. It is clear that only the first two
are possible readings for the sentence. That is, the construction requires
identity of sense and hence distinguishes between two different senses of the
same word.

Now consider again the same two individuals. Each of these has two
'uncles' as shown below.
(2) 1 2 3 4
MoBr FaBr MoBr FaBr

John Bill

If we look at the sentence, 'John called his uncle, and Bill called his
too', it is clear that any of the logically possible pairings of 1+3, 1+4, 243
and 2+4 are plausible readings of the sentence. We may conclude that the term
uncle, with respect to the distinction between MoBr and FaBr, does not distin-
guish between MoBr and FaBr, i.e. that there is a single sense to the term (no
polysemy). :

4, The Application to Nandi

Suppose these kinship relations: Arap Suswa is the biological father of
Tapsubei and Arap Barno, now deceased, was one of his brothers. The following
sentence is perfectly appropriate in Nandi:

(3) kwaant-aap Taapsubel Araap Suuswa, ak kil Araap Barno koral
father-of Tapsubei Arap Suswa and Past Arap Barno also

'Arap Suswa is the father of Tapsubei, and Arap Barno was too'

INandi is a verb-initial language; Arap Suswa and Arap Barno are in the
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In this sentence, where Tapsubeil has a father (in the English sense) and a pa-
ternal uncle (also termed 'father' in Nandi), the two individuals are both giv-
en the attribution 'father'. It may be useful to compare an English example.
Suppose John is Bill's biological father and Andrew is his priestly father.

The sentence, 'John is Bill's father and Andrew is, too', is not possible as a
description of this state of affairs. Although syntactically well-formed, it
is semantically ill-formed (unless uttered for the sake of a laugh).

As another example, suppose that out of a group of men standing some dis-
tance away from the speaker, two men detach themselves and come towards the
speaker. If one of the two men is the father of Kiprono, and the other is a
paternal uncle of Kiprono, it would be entirely appropriate for the speaker to
say,

(4) kwaanwaakik aap Kiproono chaa pwaaney
fathers of Kiprono those+who come (pl.)

'the ones who are coming are fathers of Kiprono'

Compare a situation in English where a pair of eyeglasses and a drinking glass
are located some distance from a speaker. It would not be appropriate to say,
"The glasses are over there." A somewhat more subtle English example may be
constructed. Suppose a similar situation to the Nandi one, but suppose that of
the two men who come toward the speaker, one is the brother of the father of
John and the other is the brother of the father of John's wife. It would not
then be appropriate to utter, "The ones who are coming are John's uncles."

As a final example, suppose we have two ffiends, Kibet and Kiprono, and (5)
is uttered with respect to them.

" (5) kii-kuur kwaanta-nyii Kipeet, ak kokuur nenyii Kiproono
Past-call father-his Kibet and call his Kiprono

'Kibet called his father, and Kiprono called his'

In this sentence, in a situation where Kibet and Kiprono each have a father
(in the English sense) and one or more paternal uncles, i.e. individuals also
termed 'father' in Nandi, any of the logically possible combinations of fathers
and paternal uncles may be intended.

Analogous sentences with the term eeyoo 'mother, mother's sisters' may be
constructed, and the "additional" (from an English-speaker's point of view)
sense of 'another of Fa's wives' may also participate fully in the core exten-
sion of the term.

What can we conclude from this exercise? At the very least we can claim
that from the standpoint of cognitive reality, that is the semantic system oper-
ated by an adult speaker of Nandi, there is no polysemy here. The extensionist
hypothesis, however attractive it may appear from a formal point of view, sim-

nominative case and function as subjects of their respective clauses. Non-past
sentences have zero copula.
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ply fails to produce an analysis which is cognitively real.

However, as is often the case with the real world, all is not that simple.
When we turn to the more extended senses of the Nandi terms, the very same
tests clearly distinguish between the above core extensions of the terms and
the extended senses of, for example, FaFaBrSo for kwaanta . Interestingly,
the cross-generational neutralization of the term for MoBr, maama , does not
survive the test with a unitary sense. The use of the term for MoBr for MoBrSo
and MoBrSoSo is criterial for a kinship terminology to be an Omaha type. So
this usage is less well-integrated cognitively than the basic Iroquois features.

I mentioned previously that it was unfortunate that the principal articles
in the extensionist debate were based on secondary analyses of data collected
by others. It is in fact surprisingly easy to simply ask speakers whether
there is or is not a unitary sense to a given kinship term. As an English
speaker, it is clear to me that 'father-as-priest' and 'father-as-biological
father' are different senses of the term 'father', but that the term 'uncle'
applies equally well to MoBr and FaBr, i.e. that both are included in the basic
extension of the term. In the more subtle case of the use of the term uncle
for MoSiHu or FaSiHu, my intuitions are less clear, but I am satisfied with the
results of the test given in the discussion of the English analogue to (5).
Nandi operate a culture with far fewer straggly pieces and loose ends than ours,
and their judgements are much sharper. Their intuitions coincide with the re-
sults of the test.

5. Discussion

Despite the fact that at the locus of what might be called primary exten-
sions, the extensionist analysis is not supported in Nandi, it appears to me
that it has a very strong basis in the ontogenetic development of the child.

A Nandi child first learns to refer to his biological mother and father as
eeyoo and kwaanta . He is then taught to apply these already learned terms
to FaBrs and MoSis. My guess is that as a child he operates a system which is
best described in the extensionist framework. As an adolescent the child comes
into extensive contact with his close relatives, and I suspect that by the time
of his initiation in early adolescence, the child has internalized the cogni-
tive system which matches the social reality which is the Nandi social system—
one based on the fundamental principle of the equivalence of siblings. The
Nandi were traditionally a highly independent, acephalous ethnic group with a
high level of military activity. In a society characterized by a high mortali-
ty rate for males, the Nandi kinship system, together with associated institu-
tions of teknonymy, the levirate, etc., ensured that children always grew up
with someone to inherit from, someone to call father who would arrange their
initiations, marriages, provide them with cattle, etc. There were no single
parent households in Nandi despite the fact that large numbers of males were
lost in military action.

In conclusion, I have suggested new procedures for the semantic analysis of
kinship terminological systems. These procedures should be readily adaptable
for use in other cultures and languages, and I hope that work of this type will
aid in deciding which of several competing analyses has the strongest claim to
cognitive validity. This in turn may lead to renewed progress in the area of
kinship studies.
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[I would like to thank J. T. Creider for discussion of the Nandi examples
used in this paper and of the ideas proposed here.]
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MICROCOMPUTERS AND AFRICAN RESEARCH

Gerard M. Dalgish
Baruch College, CUNY

This paper examines some applications of microcomputers in conducting re-
search and analysis in the field of African languages. It describes the mini-
mum capabilities necessary to conduct computerized research and analysis, ex-
plores some examples of syntactic, morphophonemic, and historical computerized
data-keeping and analysis for Khoisan, Nilotic, Cushitic, and Bantu languages.
It concludes with some general comments on the usefulness as well as the limi-
tations of such research and mentions additional applications of interest to
Africanists as well as African linguists.

Syntactic computerized analysis is often more complex than the other areas.
I worked on a project at the University of Illinois in which sentences from
five East African languages—Sandawe, Maasai, Iraqw, Acholi, and Chagga—were
entered on the PLATO facility. In the presentation there was a reproduction
of a printout of a search for all examples containing WH-Question. One "field"
~-computer jargon for data that the computer will treat as one group—consist-
ed of the sentences morphosyntactically split; for example, ho-a dlomo ?leng
tanga . The second field listed the glosses of each morpheme: WH-ELEMENT+
AGENT, BUY,PROG(ressive) ,MELON. The third field glossed the sentence, in this
case, "Who is buying the melon?", and other fields contained "anything of in-
terest" for the particular language, in this case such remarks as "affirma-
tive", '"question", etc.

Once the data were entered—a not insubstantial undertaking—one could be-
gin to search for any morpheme, marker, syntactic category, gloss, or combina-
tion of any of these. For languages with complicated syntactic word order,
such as Sandawe with a practically free word order system, keeping track of
the possible permutations is something the computer can do with ease. In fact,
one could construct a short computer program to generate possible word order
combinations and test such items against the speaker's intuitions for grammati-
cality, or for semantic/pragmatic focus, etc.

For languages with interesting deictic pronominal processes, such as Maasai,
the computer can 'find" quickly what might otherwise be disparate data, linking
points that might otherwise be missed. The presentation demonstrated a search
for the morpheme aa 1in Maasai; it is used for lst singular objects and 1st
singular subjects under certain circumstances. It is important to note that it
is up to the linguist to make sense out of what the computer shows him/her; the
computer does not yet do the analysis. But with the computer we have a quick
way of bringing all the relevant data together to help us make the judgement.

These initial examples were with PLATO, but many of us do not have access
to that facility, and in fact, sometimes mainframes are more trouble than they
are worth in terms of convenience and access. But with relatively simple data-
base systems that run on microcomputers, we can begin to conduct research just
as easily as with mainframes. I use a very simple database called Incredible
Jack which is not without its problems, and in the presentation I provided a
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sample template form for syntactic data, and then sentences entered as 'rec-
ords" on that template. It is possible even with this limited system to up-
date, i.e. retype or correct, anything you entered, make searches of varying
degrees of complexity, and print out what you need when you need it. A cru-
cial example can be searched for in your file and for some systems, can be
merged into your text without even retyping.

Morphophonemic analysis and historical investigation can also be aided by
the computer. Words or morphemes can be entered along with—as in the case
for Bantu as an example—such relevant information as class membership, any
and all alternations observed, etc., in short, any information that might nor-
mally go on one's index cards, looseleaf binders and file folders. In the
presentation, a sample template for Luyia was given, where the fields include
such information as underlying form, part of speech, gloss, class #, singular,
plural, etc. Once one enters the data, one can examine here paradigms along
any parameter one chooses, e.g. grammatical/semantic paradigms (as infinitive,
imperative, passive, first-person singular, applied, stative, etc. forms); one
can then transfer, say, all the verbs .into another file and then enter present
tense forms. One could save a lot of work by being able to look at morphemes
by root-initial or root-final segments, by nasal interactions, vocalic inter-
actions, tonal phenomena, etc., all without laboriously recopying and realpha-
betizing. Relevant alternations need be entered only once, after which para-
digms can be called up by searches of particular fields. For complicated al-
ternations like those observed in certain past tenses of Bantu languages, we
can easily compare paradigms within a morpheme or across morpheme types for a
particular category.

As for historical work, once a list of Guthrie, Meinhof, Bourquin, or any
proposed proto-system of Bantu is entered, one can again compare one's own da-
ta with the proposed proto-forms and match correspondences. One could even
imagine a software package ''Guthrie for the Apple Computer' which would ask
for selected items in the Bantu language of your choice, match them semantical-
ly to Guthrie's starred forms, and give you the correspondences (or let you fi-
gure them out.) In the presentation there was a printout of a few morphemes I
entered with their corresponding proto forms, showing where most vowel-initial
and y-initial roots came from. But the bigger one's database becomes, the
more the correspondences could fall out.

Another project that can actually be fun is to program the computer to sim-
ulate the derivations of certain forms. I presented a program written in BAS-
IC that can accept as input two morphemes of a word (verbs mostly) and produce
the correct surface form. This could easily be applied to CAI (computer—as-
sisted instruction) in African languages, where the student can be called upon
to test his knowledge of how to put strings together. It would also be inter-
esting to know what sorts or classes of rules will allow themselves to be ren-
dered in BASIC and which can not. Since the structure of BASIC is well known
to mathematicians, we might find out the structure of certain rules that cannot
be captured in BASIC and test to see how widespread such rules are, or even
whether we should rethink our whole paradigm of rule-writing, rule-ordering,
and the like. At the present, artificial intelligence (AI) research is foc-
ussed primarily on English and a handful of Indo-European languages; African-
ists have long been aware of the dangers of such limitations. As we begin to
attempt to parse our "exotic" languages both morphemically and syntactically,
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we may encounter problems that will lead to a rethinking of some AI research.

I conclude with some remarks about some of the advantages and disadvan-
tages of computers in African linguistic research and present some caveats and
pitfalls to avoid. Some drawbacks include limitations in memory storage which
can slow your work down, especially as you increase the size of your database.
This point should not be underestimated. Nor should the value of having good
merge capabilities be forgotten—you should be able to switch your data around,
both in existing files and in new files, in and out of the databases to a word-
processing program.

A much more important potential drawback is the fact that the linguist
must have some preliminary analysis in mind prior to deciding on which fields
to set up. In some sense, you have to know what's going to be interesting be-
fore you go about setting up your schema to enter the data. Obviously, a thor-
ough grounding in the structure of the language family is helpful before one
investigates a language within that family. And this problem can also be mini-
mized if one can easily redesign one's file structure, which is possible in
most software. Networking with computer-interested Africanists who are at-
tempting this sort of research is also very helpful.

One of the advantages is the sheer speed of finding relevant forms, as
well as the possibility of uncovering a correlation that had gone unsuspected.
It will also be simpler to comply with requests from colleagues for data; no
laborious writing out or spending days at the xerox machine will be necessary.
And for monmolingual and bilingual dictionaries, word-processing and database
systems are perfect for gathering, alphabetizing, searching and replacing, etc.
Instant dictionaries could be produced, alphabetized by English or by African
language, without retyping.

In short, microcomputers can provide the African linguist with important
analytical tools to aid research in and compilation of African language data.
Syntax, phonology, historical work, lexicography, CAI, and even AI are all ar-
eas that will benefit from the contributions of Africanists with computers.



SYNTACTIC BINDING AND RELATIVE ASPECT MARKERS IN HAUSA

Anthony R. Davis
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This paper discusses some features of the verbal aspect system of Hausa and
relates them to a class of phenomena known as constituent control, unbounded
dependencies, or syntactic binding. Specifically, I will try to develop a uni-
fied account of the distribution of Hausa relative aspect markers, within the
framework of lexical-functional grammar (LFG). An introduction to LFG is Kap-
lan and Bresnan [1982] and this paper also incorporates ideas in Zaenen [1983].

The aspect of a Hausa verb is indicated by an aspect marker preceding it,
which also indicates the person, number, and gender of the verb's subject, as
shown in (1) and (2):

(1) a. HalTma t3 z0 'Halima came'
H. 3sgf,cmpl come
b. kin z0 ) 'you came'
2sgf,cmpl come
\ \
(2) a. HalTma tana zuwa 'Halima is coming/comes
H. 3sgf,cont come (regularly)’
b. kina zuwa 'you are coming/come
2sgf,cont come (regularly)'

There is another form of the completive and continuative aspect markers,
known as the relative form, which must be used in the contexts exemplified in

(3)-(6):

(3) relative clauses

a. mut3nen d&  sukd 5 Jjlya 'the people who came yesterday'
people Comp 3pl,r.cmpl come yesterday

b. *mutsnen dd  sun zo  Jiya
people Comp 3pl,cmpl come yesterday

(4) word questions

a. me ya gani? 'what did he see?'
what 3sgm,r.cmpl see

*

b. *re ya ganT?

what 3sgm,cmpl see

(5) cleft and fronting constructions

a. Kinde ce ta 75 'it's Kande who came'
K. copula 3sgf,r.cmpl come
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b. *Kinde c& 13 zo
K. copula 3sgf,cmpl come
(6) a. clkin mdta (n8)  mukd 20 'we came by car'
in car copula lpl,r.cmpl come
b. *cikin mota (ng)  mun z0
in car copula lpl,cmpl come

The relative aspect markers also appear in narrative contexts, as when tell-
ing a story or fable. No attempt will be made here to deal with occurrences in
these contexts, and it is unclear at best whether they are syntactically deter-
mined or related in other ways to those in (3)-(6). This problem aside, the
list in (3)-(6) is insufficient in two respects. First, it doesn't provide a
unified description of the environments in which relative aspect markers occur.
A grammar of Hausa incorporating such a description would be preferable, all
other things being equal, to one that didn't. Secondly, this account isn't
strictly adequate with regard to verbal complements, as (7) and (8) show:

(7) a. me su ke fatan sun gamg? 'what do they hope they have
what 3pl,r.cont hope 3pl,cmpl finish finished?'
b. *me su k& fatan suka gamg?

what 3pl,r.cont hope 3pl,r.cmpl finish
(8) a. vyaran dd su ke zaton ya taf1 Kano
boys Comp 3pl,r.cont think 3sgm,cmpl go Kano
'the boys who thought he went to Kano'
* A N S — . b S
b. yaran da& su ke zaton va tafi Kano
boys Comp 3pl,r.cont think 3sgm,r.cmpl go Kano

I will now present an outline of some parts of LFG relevant to what follows.
There are no movement or deletion rules in LFG; instead an empty category is
generated in the '"gap' and it is anaphorically related to some other constitu-
ent. The empty category I will call the bindee, and the corresponding constit-
uent is its binder. Thus in

(9) Who did you see e?

Who is the binder of the empty category, and both are base-generated by phrase
structure rules. Phrase structure rules in LFG are constrained by functional
equations, which contain information about the grammatical relationships the
constituents bear to one another. As an example here are some of the PSR's
that could be used to generate (9):

(10) s —-> NP Aux NP A3
+ Tﬁi)=¢ t=+ (+ SUBJ)=+ +=¢
=

VP ——> V NP
+=¢ (4 OBJ)=+
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The 4 1is a variable referring to the functional information at the mother
node, while + refers to the node itself. These equations are subject to cer-
tain general principles. The head of a category always bears the equation
4+ =+ ; such an equation in effect passes all of the functional information at
the current node to its mother node. A maximal category may bear an equation
of the form ( 4+ G)= ¢ , where G 1is a grammatical function such as SUBJ, OBJ,
or PRED. Minor categories may only bear the equation 4 = ¥

In (9) the binding of who to the empty category is effected with the
and {) metavariables. A U must be matched by a 4y . The equation + = U
is associated with the constituent which is the binder, while the equation
+ = {} 1is associated with the empty node in the gap. Kaplan and Bresnan (1982)
proposes conditions on the possible configurations in which ﬂ and U may ap-—
pear. Some of these are shown in (11), which also introduces the notion of
binding domain:

(11) x

In (11), node y is the binder. Node r, which is required to be a daughter
of y's mother, is the root node of the binding domain. The bindee must be dom-—
inated by the root node, as node z is in (11). A further stipulation is that
the path from the root node to the bindee may not contain any bounding nodes.
Thus if node b is a bounding node, no node that it dominates, such as w, is a
possible bindee of y. The class of bounding nodes is specified for each lan-
guage, and it has been argued that S is a bounding node in English. This is
the basis of the LFG account of island constraints. For Hausa, I have not as-
sumed that S is a bounding node, as extraction seems to be freer than in Eng-
lish.

We can now define a binding domain as all the constituents dominated by a
root node but by no bounding nodes (except possibly the root node itself).

Returning to relative aspect markers, we note that, narrative contexts
aside, they seem to occur only within binding domains. We now need some mecha-
nism in LFG which will permit only the relative forms to appear there. Zaenen
[1983] proposes a lexical feature BND, which may have the values + or -. For
Hausa, its value will be + for relative aspect markers and - for neutral ones.
In aspects that don't distinguish between relative and neutral forms, BND can
be either + or -. Also, every phrase structure rule that introduces a root
node will associate with it a constraint equation of the form:
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(12) S
(v BND)=c +

Unlike the other equations, constraint equations don't contribute any func-
tional information, but require that some other equation in the tree do so.
Here, for example, the constraint equation (12) will be satisfied if some con-
stituent of S bears the equatiom:

(13) (+ BND)= +

and if the value of BND can percolate up to S via a series of + = 4 equations.

Now only one more thing needs to be stipulated—the root node of any bind-
ing domain bears the constraint equation (12), while all other S nodes implicit-
ly bear the equation:

(14) (¢ BND) =c -

Now we can give an account of (6) and (7). The structure of (7a) is given
in (15),

(15) S
(+ TOP)=+ +=¢
A=y S
NP (v BND)=c +
4=+
me VP
+=¢ +=4 (+ XCOMP) =+
(+ BND)= + V
Aux I
' t=4
su ke fatan VP
=4 =4 (+ 0BI)=v
Aux \ Nr
(4 BND)= + s=f}
suka gam% e

The root S node bears the constraint equation (12), as required, and so the
verbal aspect marker in that clause must be in the relative form, in order to
supply the + value of BND which will satisfy the constraint., But in the lowest
clause the aspect marker can only be neutral, because the S node immediately
dominating that clause is not a root node. Thus this S node implicitly bears
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equation (14), and the presence of a relative aspect marker in this clause would
cause a clash in the value of BND in that clause, accounting for the ungrammati-
cality of (6)b.

There are two verbs in Hausa whose complements behave somewhat differently,
as (16) and (17) show:

(16) a. mutanén d& suka riga suka tafi,
people Comp 3pl,r.cmpl have already 3pl,r.cmpl go
\ \
sU  ne suka saci -sanlya
they copula 3pl,r.cmpl steal cow
"the people who have already left, they stole the cow'

b. *mut3nén dd  sukd riga sun tafi
people Comp 3pl,r.cmpl have already 3pl,cmpl go

(17) a. mutandn dd  sukd rikids sukd zam3  Kuraye
people Comp 3pl,r.cmpl metamorphose 3pl,r.cmpl become hyenas

'the people who metamorphose and become hyenas'

* LA L [y .\ — — —
b. mutanen da suka r?kl&é sun zama kurgye
people Comp 3pl,r.cmpl metamorphose 3pl,cmpl become hyenas

(Example (17) comes from Eulenberg [1972].)

In (16) and (17) both the main verbs and their complements take relative as-
pect markers when within a binding domain. It is noteworthy that these two
verbs also require the subject of their complement to be coreferential to their
own. An account of this correlation would be desirable.

One way of doing this is to assume the structure for these sentences shown
in (18) on the next page. We have to make riga or rikida a member of + ADJ
(adjuncts) to avoid assigning two conflicting values to PRED. This means that
these two verbs are treated as a sort of adverbial, and what appears to be the
complement is treated as the main verb. Notice that all of the features of
both aspect markers will percolate up to the top VP; this means that if they
differ in any way there will be a clash in the values of person, number, gender,
aspect, or BND, and the structure will be ill-formed.

There is a hitch in this account which is illustrated by (19):
(19) a. mutandn d&  ba sl r‘ggyg sun ga sinémar ba
people Comp Neg 3pl,cmpl have already 3pl,cmpl see movie Neg
'the people who haven't already seen the movie'
b. *mutanén dd bd s riqgaya suka ga sinémar ba
people Comp Neg 3pl,cmpl have already 3pl,r.cmpl see movie Neg
When riga is negated, the aspect marker of the following verb is neutral

even in a binding domain, at least for some speakers. One treatment of this
problem is to complicate the constraint equations associated with root nodes,
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(18) NP
+=14 (+ ADJ)=+
4= s'
NP (¥ BND)=c-+
+=7 t=4
1y ;
Comp (+ BND)=c +
(+ SUBJ)=+ =y
NP VP
t=4 +e (4 ADJ) t=¢
Aux
+=+ =y
Arx \Y
= ¢+ mp)= + (+ BND)= +
mutanén da e sukd riga sukd tafi
as in (19):

(19) (¥ BND) =c + or (¥ NEG) =c +
However, this is clearly ad hoc in the absence of independent motivation.

[T thank Will Leben and Joan Bresnan for their help and encouragement and Bashir
Wada for sharing his native knowledge of Hausa.]
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NIGER-CONGO NOUN CLASS AND AGREEMENT SYSTEMS
IN HISTORICAL AND ACQUISITION PERSPECTIVE

Katherine Demuth, UC Berkeley
Nicholas Faraclas, UC Berkeley
Lynell Marchese, San Jose State University

0. Introduction

This paper investigates noun classes and concordial agreement systems in
Niger-Congo languages. It examines comparative language data from Cross River
and Kru languages, noting overall characteristic directions of noun class and
agreement system evolution in both families. It then focuses on problems which
first language learners might face in the learning of a full class/agreement sys-
tem, considering both spontaneous and experimental Bantu language acquisition da-
ta as well as evidence from Bantu languages in contact. Historical changes
which have resulted in the leveling of gender and agreement distinctions in Ni-
ger-Congo in many ways parallel the various stages of acquisition of the system
in languages which still maintain these distinctions. Findings from these com-
parative data sets provide important clues as to the nature of the linguistic
change at work in the cases considered, as well as providing evidence for and
against various theories of how those changes might have taken place.

1. Cross River Languages

The Cross River subbranch is divided into five groups: Bendi, Upper Cross,
Lower Cross, Ogoni, and Central Delta, each of which typifies a different stage
in the gradual disintegration of the prototypical Niger-Congo noun class and con-
cordial agreement systems. The most conservative groups (Upper Cross and Bendi)
preserve many of the original CV- prefixes as well as the gender and concordial
systems which most probably existed in Proto-Niger-Congo. The most innovative
groups (Lower Cross, and especially Ogoni) show limited concord and few if any
gender distinctions, with prefixes where they persist (many nouns in Ogoni are
prefixless) typically taking the form N- or V-. In some groups (Central Delta
and Bendi especially) old CV- prefixes are incorporated into noun stems.

In Upper Cross, Bendi, and Central Delta, many languages have complete con-
cordial systems including pronominal, subject-verb, adjectival, determiner-demon-
strative, and numeral concord. Numeral concord is, however, most often a relic.
In Lower Cross and Ogoni only a few relics of concord have survived, including a
few adjectival concords.

From the comparative synchronic data on Cross River languages we find a small
range of consistent patterns by which gender/concord loss appears to be taking
place. It is not just any gender which persists, but rather the human 1/2 and
the non-human 9/10 classes which are the last to be lost. (V- prefixes are not
simply omitted, but rather reduced to V- or N- or incorporated gradually into the
stem with new prefixes occasionally added. The number of plural classes tends to
collapse, becoming distinguished by one overgeneralized marker. Concord appears
to be lost first with numerals and adjectives, while it is maintained longest
with subject pronouns.
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2. Kru Languages

Like Cross River languages, Kru languages represent a reduced version of a
more extensive proto-system. While Kru languages are almost exclusively suffix-
ing, noun class suffixes have all but disappeared through loss or coalescence
with the noun stem. Again, we find more and less conservative Kru languages,
Eastern Kru showing more preservation of the old system, and Western Kru showing
more loss. As the result of coalescence in Kru languages, noun systems are be-
coming more regularized, with singulars being perceived as unmarked and plurals
marked, a tendency observed both in Bantu [Stucky 1978] and in Lower Cross.

Despite this phonological coalescence and seeming ''loss" of noun class suf-
fixes, concord is extensive in Kru. In Eastern Kru languages, concordial agree-
ment occurs on subject, object, possessive, interrogative, and relative pronouns,
as well as on adjectives, demonstratives and definite markers, as seen in the
Godié examples below:

(1) pekpo kado no  mlh  nl woto 'this big man drank cold water'
man big this drank water cold

(2) omlho 'he drank it’
The gender distinction in subject pronoun systems is maintained longer than any
of the other manifestations of concord in Kru. With one exception: all lan-
guages still maintain a singular human/non-human distinction throughout the pro-
noun set.

As class distinctions decrease, there appears to be a corresponding (though
not absolutely predictable) decrease in concordial agreement. Though most lan-
guages do not retain adjective gender agreement, singular/plural distinctions
are maintained on some adjectives. As in Cross River, numbers and definite mark-
ers seem to be lost first.

Kru languages thus represent a case where remnants of gender classes are pre-
served as coalesced nominal suffixes. While the productivity of nominal classi-
fication is minimal, the distinctions which are made correspond to the human
classes 1/2a and non-human classes 9/10, similar to the most dominant class re-
tentions in Cross River languages. Though the gender system is minimally func-
tional, the agreement system is still productive, indicating a primacy of con-
cord over nominal marking.

3. Bantu Language Acquisition Data!l

The language acquisition data from Bantu languages stem from a longitudinal
study of spontaneous and natural speech from 4 Sesotho speaking children between
the ages of 2 and 4 1/2 years old [Demuth 1983], a spontaneous/naturalistic Sis-
wati study of 2 children between the ages of 18 months and 36 months, and an ex-
perimental study of 3 children 4 1/2 to 6 years of age [Kunene 1979].

From our current cross-linguistic knowledge of strategies that children em-

1Acknowledgement and appreciation go to Dan Slobin and students for their
contributions to this prediction process. I accept full responsibility, however,
for the particular interpretations presented here. (KD)
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ploy when learning a language [Slobin 1984], we have made several predictions
about the kinds of phenomena we would expect to find in the acquisition of the
Sesotho noun class system: (1) The learning of noun class prefixes might prove
problematic as they are word initial, carry little semantic content, are usually
found in unlengthened (and unstressed) position, and usually bear low tone. (2)
children might try to collapse the number of singular/plural distinctions made,
possibly taking the singular form plus prefix as the root and using only one
plural marker, probably class 10. (3) class 9 nouns with § prefix and monosyl-
labic nominal stems + prefix would be assigned a singular marker of some sort,
making them "fit the paradigm". (4) there would be a somewhat reduced number of
gender distinctions in the agreement system initially, perhaps surfacing produc-
tively as class 9/10.

Upon considering spontaneous Sesotho language acquisition data we discover
that only some of these predictions are upheld. Noun class markers were used
with @-, V-, or CV- markers at the same stage of development, as illustrated be-
low:

(3) (25.0 months): -punko -phoko
a-pdkd a-pdkd
e-ponk - ma-punka
(1&-phdgd) (m&-ph3gd)
'green corn stalk' 'green corn stalks'

Thus, as with the various stages of loss or incorporation of nominal prefixes
found in Cross River languages, children also progress through a stage where a
single lexical item may be rendered with variable prefix shape, even in consecu-
tive utterances in the same contextual and grammatical environment. Exceptions
to this progression of appropriate nominal marking are found in the omission of
class 5, 7, 8, and 10 prefixes (Sesotho le¢ , s¢ , (N)Ii and (N)I|i , when an
adjunct (demonstrative, possessive, etc.) follows the noun, as seen below:

(4) pS>:kd 1ang 'that green corn stalk'
(1&-phdgd [4-n&)
green corn stalk that

Omission of these particular prefixes when the noun is used with an adjunct is a
phenomenon also found in adult Sesotho speech and may represent an initial stage
of prefix loss in progress in Sesotho.

Contrary to our hypothesis, class 9 nouns, which take a @ prefix, are not ov-
ermarked with prefixes from other classes, and nouns from one class are rarely
assigned to other classes, i.e. there is no collapsing of plural distinctions in
singular/plural markings. This differs from the tendencies observed in Cross
River, Kru, and Bantu languages in contact, where plural distinctions are fre-
quently neutralized.

These findings contrast with experimental results from Siswati where children
of ages 4 1/2-6 did collapse plural markings when the children were given novel
word forms and Siswati nouns out of context and asked to provide the correspond-
ing singular or plural form of the noun. Overgeneralizations occurred (1) toward
the use of 9/10 class markings for classes 7/8 and 11/10 and (2) toward the over-
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extention of class 2a, the human-relative (family relation) class marker, to
classes 2, 4, and the liquid/mass class 14 and the infinitival class 15 (appar-
ently analysed only as stems, as they have no singular/plural alternations).
Thus older children tended to classify plural nouns into loose human/non-human
classes. Independent evidence from Kituba [Mfwene 1972] and Spoken and Kinshasa
Lingala [Bokamba 1983] document this same tendency for overgeneralization of the
class 2a human-relation class marker for plural when the noun class system be-
gins to lose gender distinctions. The most interesting result, however, is that
these same children did not make these or any overgeneralizations in spontaneous
speech, indicating a major difference in the nature of "natural" versus "less-
natural" linguistic contexts.

The acquisition of concordial agreement is a gradual process which has al-
ready begun prior to 2 years of age, most notably with demonstratives and posses-
sives. It continues till past the age of 3 when most subject concords and ob-
ject clitics, demonstratives, possessives, relatives, adjectives, and some num-
erals are used with appropriate gender forms.

4. Conclusion

First language learners appear to focus not simply on nouns, but on entire
nominal or verbal phrases where concord is of primary importance and nominal
marking only secondary. This would account not only for the relative lack of
marking errors for nouns in context on the part of Sesotho speaking children and
for the primacy of concord not only in the order of acquisition, but also in its
persistance in Kru and Cross River languages where productive gender marking has
been lost. Noun and modifier may be conceived of as being a cognitive unit,
with concord as the crucial unifying element. It is proposed that young lan-
guage learners may adopt this unit as a basic learning construct, using concord
productively while continuing to experiment with the correspondingly appropriate
marking for nouns.
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THE INTONATION SYSTEM OF ISOKO

Shirley Donwa-Ifode
University of Port Harcourt

1. Introduction

Isoko is a Southwestern Edoid language spoken in the Isoko Local Government
Area of the Bendel state of Nigeria.

It is a discrete level tone language with two level tones: high (H) and low
(L) as stated by Mafeni [1969] and Elugbe [1977]. Both previous writers, with-
out any discussion, mention the possible use of intonation in Isoko. Though Ma-
feni claims the existence of downstep and downdrift, Isoko has neither. More-
over, the phenomenon of final low tone raising discussed by Elugbe is a feature
of the intonation system. 1In this paper we give a preliminary analysis of into-
nation in the language.

For an adequate understanding of the subject of this paper, it is necessary
to make some basic observations about the tone system in general. In addition
to the H and L tones, contour tones also exist at the phonetic level. They are
derived from underlying sequences of level tones: a segmental and a floating.
The floating tone that forms one end point of the contour may arise from segmen-
tal processes such as Elision, Glide Formation, etc. or they could be underlying
floating tones which have purely intonational function. Amongst the justifica-
tions for the latter claim is the fact that contour tones are generally simpli-
fied, but where one end point of the contour is a feature of intonation, the sim-
plification of that contour is blocked since it is likely to obscure the intona-
tion signal. Consider for instance

1 \J

-
O~

(1

yam

¥ 'yam?'

0-

A simplification of the contour tone on this final £ would yield a positive
statement since, where it applies, all contours are simplified to (H).

The lexical function of tone is only prominent in the noun. The tone of the
verb stem (Vs) is continually changing from one construction to another; our pho-
nological analysis assigns no underlying tone to the Vs since there is evidence
that it acquires its tone by polarisation.

We also postulate a process of tonal replacement. 1In its citation form the
subject concord marker (a linker of the subject and verb phrase (VP)) bears a L
tone. This L tone of the subject concord marker (Scm) does not undergo changes
generally. However, in conditional and relative clauses at the beginning of a
sentence, the L tone of the Scm is always replaced by a H. Compare examples
(2a, b) with (2c¢).

3

(2) a. 5 5 npa > 5>5npé 'he went'
he Scm go
b. 3531t pa - 35351t pd 'he will go'

will
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c. >33 tépa ~ 535 ténd 'if he goes...'
if ’

The L tone of the Scm in the imperative is also replaced by a H, after which
the Vs is assigned a tone opposite to that of the Scm.

Repl. Pol.
(3) 9&¢ v& de > ve v¢ de - ve ¢ de 'buy!' (singular)
you Scm buy
The process of tonal replacement is seen as a tonal manifestation of intonation
in Isoko.

The relationship between intonation and other tonological processes is such
that the former is superimposed on the latter. Hence, contour tones that are
manifestations of intonation are not subject to simplification. The process of
replacing the basic tone of a syllable to give a particular intonation contour
usually takes precedence over other tonological processes. Consider, for in-
stance, the replacement of the L tone of the Scm by a H after which the Vs is as-
signed an opposite L-tone by the process of Polarisation, as in (3) above. If
the order is reversed, i.e. polarisation before replacement, the result will be
an unacceptable tonal sequence. Compare (3) with (4).

Pol. Repl. ,
(4) v& 9 de > vt V& dé -~ Ve V¢ d

m~

2, Data and Analysis

2.1. Methodology. 1In addition to our auditory perception and the writer's
knowledge as a native speaker, the data for this analysis were documented by test
recordings from seven subjects which were analysed on a pitch metre. The pitch
level of items with different tone patterns were first observed in isolation.
These were then recorded in different positions in various grammatical construc-
tions such as simple statements, yes/no questions, and a few complex sentences.
The speed of the utterances is that of a normal conversational register, and we
also extracted utterances from ongoing dialogues.

The average intonation curve for each utterance was taken by comparing pitch
curves as produced by each of the subjects (from the pitch meter onto the mingo-
graph). On the basis of this, we were able to identify five distinct pitch lev-
els which are represented schematically below.

(5)

v wN e

Pitch level 1 is a downglide, a low-falling pitch. It is unmarked on the
vowel. Pitch level 2 (PL.2) is the level of a low tone and marked ' on the
vowel. Pitch level 3 (PL.3) is that of a mid tone and it is marked ~ . This is
the raised low. Pitch level 4 (PL.4) is the level of a high tone and marked
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on the vowel. PL.5 is slightly higher than the level of a high tone. This is
referred to as the superhigh level and marked ' What generally obtains here
is an upglide from high to the superhigh level.

It is necessary to add that sometimes we do get intermediate levels. For
instance, a H may be raised above PL.4 but below PL.5 as in the case of the H
in the High tune of the positive declarative statement (2.2.2). PL.5 is set up
on the basis of what obtains in the negative interrogative sentence. The sen-
tence itself is marked by a final floating H tone. Floating tones H or L func-
tioning as features of intonation have remarkable effect of raising or lowering
the pitch of the syllable (or vowel) on which they are segmentalised.

L tones are also observed to be raised without getting to PL.3. PL.3 is set
up on the basis of what obtains in the case of final raised L tones in positive
statements. The overall pitch contour of each sentence is labelled a tune, and
this is considered a unit of intonation.

2.2. The intonation tunes. From our examination of the pitch contours of dif-
ferent constructions, the following tunes are identified: Low, High, Rising,
and Falling. Each of these tunes can mark more than one construction type.

2.2.1. The Low Tune. This marks negative declarative and positive interrogative
sentences. In negative declarative sentences, every syllable before the negative
particle maintains either a PL.2 or PL.4 depending on the basic tone of the vow-
el. A distinctively lowered pitch is realised on the syllable immediately before
the negative particle as well as the negative particle itself, which is marked by
an initial floating low tone that has a lowering effect on preceding syllables.

A7

(6) a. 3bo  dna d de obl ‘hwy Sbond > dobihid
doctor the Scm buy book neg. 5
(neg. = negative particle) — 7 4
'the native doctor didn't buy a book' ________ i ;

1% 1

b. 4md drd O o lys  “nvtl dmdrd O tlybhdd
child yours Scm steal money neg. " 5
' hild didn't steal (any) money' \ = 4
your ¢ n (any) y AN N2 ;
LS A
1

Note that the final H tone of the negative particle is below PL.4 while the
preceding L tone is below PL.2.

In the case of the positive interrogative sentence, all tones remain at PL.2
or 4 as the case may be up to the final vowel of the sentence, where a distinctly
lowered pitch is heard. This sentence is distinguished from its negative counter=-
part by the presence of a final floating L tone.
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(7) a. 3b6  dndd de bV " dbond 5> dobi
doctor the Sem buy book Pq 5
(Pq = positive question marker) //’“\ 4
'did the native doctor buy a book?' 7/ \ g
A 1

b. 5md dnd o fo yé dmdnd O lﬁyé
child the Scm steal money Pq 5
'did the child steal money?' ===3(—~———jf——wv——4
71
\ 1

2.2.2. The High Tune. This tune marks positive declarative and imperative sen-
tences. Whereas in the declarative, the high pitch is identified towards the
end of the verb phrase, in the imperative, it is identified from the beginning
to the end of the VP.

All final L tones in these two sentence types are raised to PL.3. There is
no limit to the number of L tones that can be raised in this position provided
there is no intervening H [Elugbe 1977]. 1In the case of positive declarative
sentences it happens, however, that there is always an intervening H tone before
the last syllable of the VP. This is because the Vs is either preceded by a L
tone Scm, to which that of the Vs polarises to become H, or a H tone Am.

All high tones in these sentences remain at PL.4 except those within the VP
which are raised slightly above PL.4 but below PL.5.

(8) a. 3bd  dnd 3 de obl + dbond 5 dobT
doctor the Scm buy book 5
'the native doctor bought a book' /ff\\¥ 4
/ 3
2
1
b. dmd dnd d to byd > dmdnd O tlyd
child the Scm steal money
"the child stole (some) money' "/

N WSO,

As for the imperative sentence, the L tone of the Scm is replaced by a H tone
while the rest of the sentence ends like the positive declarative sentence.
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(9) a. V& V& de bl +~ V& V& dTbT
you Scm buy books 5
'buy books!'’ JAN 4

7;\=_3
—— 2
—1
b. fmd V& de 1yd ~ im5 g4 dfyé
children Sem buy cup 5
r J
' (children) buy cups!’ _—
- 3
2
1

There may be a few unanswered questions with the high tune we have set up.
A high tone is not raised before the VP. Within the VP all Hs are raised to the
same level. Within the VP a L tone which is followed by a H tone is not raised.
If the key point of identifying this pitch contour is within the VP, why is the
raising of the L tones restricted to only final position while that of the H is
not?

2.2.3. The Rising Tune. This tune marks the negative interrogative sentence.
As opposed to the positive interrogative sentence, it has earlier been said that
the negative interrogative is marked by a final floating H tone.

There is a slight lowering of the pitch of the voice at the beginning of this
sentence, followed by a gradual rise of the pitch of every syllable until one
gets to the last syllable where a distinct rise is heard. All Ls and Hs before
the last syllable are heard above PL.2 and PL.4 respectively. One gets the im-
pression that there is a gradual updrift in the pitch of the whole sentence.

The g}nal floating H tone, as usual, contracts with a preceding H while it
forms a LH rising contour tone with the preceding L. The contracted H tone
gives an upglide while the LH contour tone rises from a level slightly above PL.2
to PL.5.

(10) a. 3bd  dnd 5> de obl + Sbond 5 débY
doctor the Scm buy book Ngq s
'didn't the native doctor buy a : / 4
book?" —
2
ml

b. dmbd S>ad to dyd + Smdna O tlyd

(al -

child the Scm steal money Ng

_—..__—_—_.5
'didn't the child steal any money?' = ; —4

\

=W
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2.2.4. The Falling Tune. This tune marks all non-final pause groups such as
conditional clauses, relative clauses at the beginning of a sentence, and co-or-
dinate constructions of the listing type.

The falling pitch contour of the conditional and relative clauses is identi-
fied at the beginning and at the end of the VP. 1In this construction type the L
tone of the Scm is replaced by a H which is slightly raised above PL.4 while the
construction itself is marked by a final floating L tone which occurs after the
last vowel of the VP.

This floating L tone causes a preceding L tone (by contraction) to fall with
a downglide from PL.2 to PL.l1 and a preceding H tone to fall from PL.4 to a lev-
el slightly below PL.2 (by contour tone formation). All other tones in the sen-
tence remain at PL.2 or PL.4 as the case may be.

(11) a. mé & t& o Wy¢ /5 5 th de &6 >
child Scm if steal money he Scm will buy cup
dmd & té lﬂyé 5 5 tf déyd
5
_——_——'———_—“'_j\ — - 4
L 3
\ — = 2
1

'if the child steals money he will buy (a) cup'

b. obl 5nd b 3 de O & wvru nd >
book which doctor Scm buy it Scm lose already
5bind Sba 5 de 5 & wveb no
5
AN - 4
7\ - :
— A W - ;
)
1

'the book that the native doctor bought, is lost'

When a sequence of pause groups occur in a list each group is marked by a fi-
nal floating L tone; the pitch of the final syllable of each group thus ends with
a fall., The fall is either from PL.4 to 1 depending on the basic tone of the
syllable.

(12) ol Smé '/ te st Smé * / gbé Sbo t/
mother mine, with father mine, as well as doctor,
avd 5md  ond '/ & a  kpe &kl -
and child the they Scm go market
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mé  tdsémé  gbdbo  Avd dmina & KkpékT

O~
b |

A N
RWAN \7\\ \ -
\

1
|
How SO

'my mother, my father, and (the) native doctor as well as the child
went to the market'

Unlike the relative and conditional clauses, all the high tones of the list-
ed items of the co-ordinate construction are heard above PL.4 before the fall on
the last syllable. This construction type differs from those marked by a Low
tune in the sense that in the latter, all tones, H or L of every syllable occur-
ring before the end of the VP (which is the key point of identifying the Low
tune) remain at PL.4 or PL.2 as the case may be.

3. Summary

Isoko is a tone language with intonation. Since both tone and intonation are
pitch features, it is difficult to understand how intonation operates in the lan-
guage without a preliminary knowledge of the overall tone system.

The two basic tonmes H and L, apart from their lexical function, are often
used as manifestations of intonation. Whereas the H and L tones function as
floating tones distinguishing various pitch contours, there is no floating mid
tone. The mid tone is only a raised form of the L tone, just as the upglide is a
raised form of the H tone marking the pitch of certain utterances. It is not a
downstep High as Mafeni [1969] claims.

All Hs after Ls maintain their constant pitch levels and can only be raised
or lowered when they occur at the key place for identifying particular intonation
contours. These changes are certainly not characteristic of downdrift which Ma-
feni also claims to be present in Isoko. The error in his analysis not with-
standing, his pioneer work in this area has served as an incentive for the study
of Isoko intonation.

This is only a preliminary analysis of intonation in Isoko, since in the in-
vestigation of more complex sentences, more tunes may be identified. However, it
is hoped that this analysis will inspire further investigation of the presence
and use of intonation in Isoko and in languages of the Edoid family.
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A SEGMENTAL, AUTOMELODIC VIEW OF MENDE TONE

David Dwyer
Michigan State University

1. Background

Autosegmental phonology, depending on how it is constrained, offers a varie-
ty of related phonologies. Clearly then, one level of discussion within this ap-
proach will have to do with finding.the most appropriate version of autosegmen-
tal phonology for each language. This paper explores the potential for a 'seg-
mental" version for Mende, a Southwestern Mande language spoken primarily in
Sierra Leone.

2., Formalization

Briefly the formal properties of the ''segmental' version are defined as fol-
lows:

(1) All ‘autosegmental formal properties, e.g. tonal tier, segmental base,
lines of association, no crossing of lines, obtain.

(2) 1In Mende lexical representations, all tonal associations are fully speci-
fied and obey the autosegmental conditions of association.

(3) The melodic tier conforms to the Obligatory Contour Principles (hereaf-
ter OCP).

(4) Mende does not permit three associations per tone-bearing segment. In
fact two associations per segment are termed ''tense' and are under pressure to re-
solve themselves to expel one tonal association.

While other formulations of Mende tone may provide workable treatments of Men-
de tonal phenomena, I offer this one because it permits an interesting treatment
of (1) lexical and derived grammatical downstep and (2) an apparent tone rule con-
spiracy.

3. The Facts of Mende

3.1. Downdrift. The approach taken here is to treat both downdrift and downstep
as a register phenomenon rather than one involving the gradual slippage of tone as
is the usual practice, an approach which necessitates placing an iterative N-ary
rule of downdrift within the domain of binary rules. With the imposition of the
OCP, a Mende tonal register can be defined as an H L melodic sequence, regardless
of the number of syllables involved. Thus instead of downdrifted high tomes,
there are downdrifted registers as shown in (1).

S I N
CVCVCV H L

N !
CvCcvev

HL
N
cvevey
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3.2. Downstep. A common historical derivation of downstepped high tone is
through the loss of a low note between two highs, whether through a deletion or
a raising of the low. 1In a register approach, this results in the adjacency of
the high notes of two registers as shown in (2) below.

2 HL H
(2) 4

|
v ? loss 3f low cv ?

cv cv

The representation in (2) appears to violate the OCP because it permits two adja-
cent high notes. However, the original purpose of the OCP was to prevent a prob-
lem of over-distinctiveness (3) where the same phonetic form could have two dis-
tinct representations.

(3) a. H b. HH
N [
CVCv CVCV
However with the concept of register, these forms can be seen to be distinct, for
the second H in (3b) marks the onset of a new register which normally downshifts.

Not only does the OCP make possible the identification of registers as H L
sequences, it allows for the lexical representation of downstep without the need
for special symbols. In (4) the second syllables of (b) and (d) are downstepped.

(4) a. H b. HH c. H L d. HHL
N Il ™~ v

ngulu toto ngongo gone

'tree' 'begin' 'tooth' 'cat'

g S b S

ngulu toto ngongo\ gone

As long as registers can be characterized in this way, there is no need to
insert an n-ary downdrift rule in among the binary rules. Consequently the reg-
ister marking of downstep avoids the problem raised above of interspersing binary
and n-ary rules.

This use of register raises the question of whether register boundaries cor-
respond to grammatical boundaries. To this end, I note that Mende has an auto-
matic register change (shown in the following examples by x ) between subject NP
and VP (5a) and between object NP and VP (5b) (but not between clitic object pro-
nouns and the verb (5¢)).

(5) a. L H H H
NN ! 1
maheiji x lo x gilima 'the chief is thinking'

S SR T

v . . . '
ndoi x lo x mbei x yeyama the child is buying rice

c. H L H

N !
ngittﬁ:ﬁbva-ni x 1o 'I-you-cheat-ed'
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From the available evidence, Mende appears to change registers automatically
across word boundaries but not within where, when two H's are juxtaposed as a
result of suffixation, no downstep is observed.

(6) H Ili ocp H

ngulu + i > nguli=i

The process illustrated in (6) could be handled by proposing that the OCP oper-
ate across morpheme boundaries but not word boundaries. This proposal would
eliminate the need to state that register shifts occur at word boundaries since
this is an automatic consequence of the proposal. This would thus eliminate the
need to mark such boundaries through the grammatical insertion of floating low
tones.

With reference to register, I also note that Progressive Reduction (see next
section) does not apply across register boundaries (7).

(7) LH HL LH HL H L
N AT > T [ Al
maha |oolu maha loolu not maha l|oolu

The task of defining register shifts in terms of word boundaries will neces-
sitate a redefinition of what constitutes a Mende word, something which I feel on
other grounds has been warranted for some time.

3.3. Tonological tension. In section two, I introduced the concept of tonologi-
cal tension. Interestingly, the tension reduction requires the comspiratorial
action of three distinct rules.

3.3.1. Progressive Reduction. The first choice for the resolution of tension
will apply if the rightmost association of a tense segment connects with a tone
which has at least one other association (to the right). Here the melody is pre-
served through the dissolution of the rightmost tense association, as illustrated
in (8).

(8) a. LH > L H > L H
NN NEN\ N ! '
pele~i pele-i pele-i 'the path

SN S\ A
nyaha-nga nyaha-nga nyaha-ngsé 'women'

3.3.2, Low Expulsion. The second choice of tension reduction differs from the
first in two ways: (1) it applies to the left-most tone association of a segment,
and (2) it applies only if that association involves a low tone. The process in-
volves the dissolution of that low tone association. If, as in example (9a),
that low tone is also associated with the preceeding syllable, the dissolution

of the low tone association results in a simple L H tone pattern in a way not un-
like Progressive Reduction.

9 . L H -+ L H - L H
(9) a L 5 T

pele pele pele 'a path'
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b. LHLH - LHLH -~ LHH
N |
[

nyahe-i 'the woman'

But if the tense low tone is preceded by a high note (9b), the dissolution
of the low tone results in the loss of the disassociated low note. At first
glance, this appears to represent a case where the melody has been lost. Howev-
er, given the redefinition of the OCP, the sequence of two high notes remains
distinct marking a change of registers and with the second high tome showing up
as a '"downstepped" phonetically.

3.3.3. Utterance finally. The two reductions described above will reduce all
tonologically "complex" segments except for falling tones occurring at the end
of an utterance. In this situation neither the high nor the low tone are ex-
pelled and the segment remains a falling tone. However my data suggests that
there is an optional rule which can apply in this situation to reduce the ten-
sion by adding another tone-bearing segment to the string. This segment, being
tonally unmarked, acquires a low tone association. Then progressive reduction
would apply to reduce the tension of the falling tone. Consequently the net re-
sult of this process, shown in (10), is a long falling tone.

(10) L HL V Addition L HL L Association L HL Prog. Red. L HL
1V R % N ™ N 1T
nyahatt nyahaa# nyahaa# nyahaa#
'a woman'

3.3.4. Underlying Representations. It should be borne in mind that because of
the reduction operations described above, underlying tonally tense segments will
only appear where the possibility for alternative reductions are possible, that
is, at morpheme boundaries. Furthermore, given the priority of the progressive
reductions, these alternations are only possible morpheme finally. Morpheme in-
ternal and morpheme initial tone bearing segments will therefore lack tonal al-
ternations and can only appear lexically as H or L.

3.4. Tone Extension. In Southwestern Mande, when tone copying rules are char-
acterized as the extension of a line of association to the next tone bearing
unit, the result will be a tonologically tense tone as in the case of the Mende
compound rule (11).

(11) Mende Compound Tone Extension

<H> L <H> L
[ > | e
...CV CV...] nom .. .
comp

These derived tense tones are also reduced by the above-mentioned tone re-
duction rules as shown in (12).

(12) a. H L H H L H H L H
| [N NC O\ N AN
h h . . SN . , '
bi-bele-i bi-bele-i bi-bele-i your trousers



94 Studies in African Linguistics, Supplement 9

b. H LH H LH H H
T~ A
bi-we-i bi-we-i bi-we-1 'your rice (def)'
[ H L H L H L
| | > ~ e M~
bi-wa bi-wa bi-wa 'your rice (indef)’'

In Bandi, which is variously considered a dialect of Mende (Welmers) or a
closely related language (Dwyer), we find in addition to two high tone extension
rules a low tone extension rule. When seen as a rule which extends the domain
of a L one (half) syllable to the right, the observed results of the Low Tone
Extension rule can be obtained by using these same reduction rules (8), (9), and
(10) as shown in (13).

(13) a. LH L H L H
N 7 [ NN
Ccycvey CVCvev cvecvey
b. LHL LHL LHL
Fir > NN T
CvCvev cveyey cvevev

c. LH LH L H

[ >N >0

cvev cvev cvcy

Case (13a) conforms to Progressive Reduction while (13b) and (13c¢c) show the
effects of Low Expulsion, which returns the string to its initial configuration.

4, Conclusion

This paper has explored the possibilities inherent in an analysis of Mende
tone using an Autosegmental version which proposes (1) that Melodic-Tonal associ-
ations are fully specified and (2) that the Obligatory Countour Principle is in
force. This formalization, when coupled with a register view of downdrift and
downstep, permitted the identification of register changes thus eliminating the
need for special symbols for marking either register or downstep. The paper
then went on to point out that register changes also occur at word boundaries al-
though at this point some details are still unclear. The active use of the OCP
within word boundaries but not across them permits the prediction of word bound-
ary register shifts without having to resort to floating tones or the like.
Principle (1) above also enabled the establishment of a concept of phonological
tension (occurring whenever two lines of association were drawn to the same seg-
ment). Phonological tension then served as the principle which lay behind a
Mende tone rule conspiracy; that is the different rules conspired, each in their
own way, to resolve (reduce) the tension of both lexically tense segments as well
as those which arise through tone extending rules.

[The revised version of this paper has profited from comments made by Larry Hy-
man and John Goldsmith at the 15th Conference on African Linguistics where this
paper was read.]



SWAHILI GESTURES:
COMMENTS (vielezi) AND EXCLAMATIONS (viingizi)

Carol M. Eastman, University of Washington

Sh. Yahya Ali Omar, University of London (SOAS)

While putting together an instructional video program entitled "Swahili Ges-
tures",1 we found we were variously naming some gestures or using whole sen-
tences to represent others. As a gesture was to be done we would, for example,
make reference to it by the verbal expression used to accompany it, e.g.
ng'o ng'o , or use a verb referring to the gesture's behavior, e.g. kuramba
kishogo 'to lick the back of one's neck', or use a phrase indicating what the
gesture means, e.g. hichi changu 'this is mine'. 1In this paper we present
some of the specific gestures independent of speech, requiring accompanying
speech, or substituting for speech. We also describe the function of these prag-
matic context-sensitive 'Parts of Communication" making some attempt to relate
this gestural aspect of Swahili to the study of language use in context. We as-
sert that whereas exclamations ( viingizi ) are verbal/audible gestures,
vielezi as comments (lit. explanations) linked to gesture are gestural/visible
speech.

Forms labeled kl. ( kielezi, vielezi pl.) in the Kamusi ya KiSwahili
Sanifu cover many usual language functions including adverb, exclamation, and
preposition. None are listed in the dictionary as requiring gestures when they
are used even though we "know'" we should, e.g. wiggle the hands with the adverb-
ial alhasili to illustrate the idea of many things mixed together. Where cer-
tain vielezi may be accompanied by gestures to illustrate the comment they
make, others go with gestures in such a way that the two form a unitary expres-
sion meaningless apart.

Here we also focus on some culturally specific gestures used by Swahili
speakers as an extension of the class of exclamation ( viingizi ) to the nonver-
bal realm. In this category fall a number of gestures that may be referred to
by verbs. That is, the activity they represent may be referred to in conversa-
tion though the gesture itself is nonverbal. One such verb 'meaning" gesture is
ku-suta . To =-suta , one points the middle finger of the right hand down re-
peatedly over the head of another person accusing the other of having done the
thing under discussion. Usually women do this to each other, e.g. if two women
are talking about a third who had an affair, the first may -suta the second
meaning, "Who are you to talk about affairs?" much in the sense of English, "It
takes one to know one."

In Swahili the verb phrase -ramba kishogo 'to lick the back of one's neck'
like -suta refers to a gesture but is never said in conjunction with it. The
phrase refers to the act of sticking out your tongue as a sign of contempt when
someone's back is turned from you to nonverbally tell one person you don't like
another.

There is a gesture said to be used only by women who hold up the right thumb

I"Syahili Gestures" as a video program is available from the Imstructional
Media Center, University of Washington, Seattle, WA 98195 (attn. Jack Armstrong).
It is produced by Dr. Karen Morell as part of the University of Washington's
African Encounter film series.
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and index finger to form a circle while keeping the mouth open to match. This
is used, for example, when a woman finds that another has done something she too
has done, and both are embarrassed about it. The gesture is a comment of shared
complicity. The gesturer might say something like ela mena wewe! 'I say—me
AND you'.

In general it seems that . the.less &ssociated with a verbal form a verbal in-
dependent gesture is, the more exclamatory it is (oppased to being explanatory,
commentative) in function. Thus, we assert that emblematic gestures used in a
Swahili~speaking community which are not referred to by verhal forms have an ex-
clamatory function while verbally independent gestures that are associated with
speech, e.g. =-suta, -ramba kishogo , serve as comments within the context of
discourse. Both gestural exclamations and comments are distinct from strictly
verbal exclamations and strictly verbal comments, i.e. other "words" categorized
as vielezi . The three categories of communication (excluding non-gestural
vielezi ) are interpretable only in a discourse context functioning either to
evoke an expected behavior or comment on one that has just taken place. That is,
gestural exclamations and comments and verbal exclamations are pragmatic aspects
of communication.

In addition to such gestural exclamations, gestural comments, and spoken ex-
clamations, there is a fourth category of communicational forms in Swahili that
are pragmatic in nature. These require both the auditory and visual communica-
tive channels working together in order to be interpreted. They involve the
union of the spoken with the seen, the heard with the performed. Where many spo-
ken exclamations ( viingizi ) are evoked by the discourse context, and all in-
tend to evoke behavior in context, all gestural/speech units are evoked by con-
text and are a reaction to it. They are emphatic responses to behavior with em-
phasis indicated by the combination of the two communication channels.,

Gestures without necessary verbal accompaniment such as =-suta , -ramba
kishogo , and the thumb plus index finger circle in front of the mouth, are
geared to the visual channel only. We now turn to the verbal dependent gestures
that emerged during our gesture video-taping project. All may be seen to func-
tion as vielezi , i.e. to express views on the cultural behavior taking place
in the discourse context, and are evaluative, i.e. used when either speech or
gesture alone would be inappropriate. The verbal dependent gestures starting
with the most arbitrary language and gesture combinations as the most opaque to
the most transparent (visually and linguistically rather obvious) include:

salala - performed by placing both hands palm down on top of your head while ut
tering the syllables as a commentative response to a question such as |takuwaje
mtu mmoja anywe pipa zima la maji? 'How would it be if a person were to drink a
whole cask of water?' The comment explains that this is "impossible", and one
should not even say such a thing.

tongo - said while placing the extended forefinger of ome hand below the center
of the eye (left hand/left eye/and vice versa) and tugging the skin downward ex-
pressing the idea that what you, the gesturer/speaker, have just reported is ab-
solutely accurate. The eye-pull has the effect of showing there's no tongo
'sleep’ in your eye to have interfered with the accuracy of your perception. If
you were inaccurate, perhaps you deserve tongo to the extent you'd be blind.
Unlike the European eye-pull (gesture-only form), tongo has an alertness or



Swahili Gestures 97

awareness after the fact dimension, emphasizing the accuracy of a previous com-
ment made in the discourse.

hng'?ng' - involves a breathy syllabic velar nasal followed by a glottal catch
and another syllabic velar nasal. Clearly aberrant in syllable structure and
usual sound combination for Swahili, the vocalization itself is constrained by
the gesture that accompanies it. Both hands push the nose inward on each side
starting from the top of the nose and moving down while the lips are closed, and
the sound is emitted with a high pitch. When the hands reach the tip of the
nose they release the nose, the lips are opened, and the vocalizing ceases in an
audible release. This spoken gesture indicates to others that the gesturer de-
tects a bad smell. Without the vocalization, this gesture might be thought of
as mime. The specificity of the vocalization, however, lends the gesture com-
bined with it enough of the requisite abstraction and convention to analyze it
as a symbolic form. The hands on the nose might mean "smell" imitatively but
the value "bad" assigned to the verbal/gestural unit clearly involves an abstrac-
tion from and understanding of the syllables emitted via the hands moving down
the nose while the lips are closed and then released.

us (ush ) - 1like hng'?ng' , is tied to and constrained by its gestural aspect.
It requires that the index finger be placed to the parted lips at the time of vo-
calization. At first glance, this, too, might appear more imitative than symbol-
ic. But, us- as a verbal/gestural unit means more .than the obvious exclamatory
warning "shut up!' conveyed by us! alone without the associated gesture. It

is used after certain behavior has led you to believe someone is about to make a
scene, create noise, or start to cry in earnest. When used by an adult to a
child it means, "I sense something about to start.'" It is a comment on behavior
that has led the gesturer to expect that a scene is imminent.

fu (bu ) - 1like salala and us 1is an exclamation when used without an ac-
companying gesture and a comment on behavior when matched with its specific ges-
tural form. It stands midway between us and salala in terms of syllable
structure being appropriately CV but somewhat aberrant as a single '"word" in be-
ing monosyllabic. fu as a comment is uttered while a person wipes the right
hand (palm inward) across the mouth from left to right. With this gesture fu
is uttered with a high pitch (falsetto). It is used commonly after the verbal
expression of an unfortunate deed, e.g.

ankila fu

'she ate it' "all of it" (...and, it was supposed to be saved and shared
(with you))

ng'o - (also ng'o ng'o ) is an expression, often perceived and intended as

rude, accompanied by placing the right thumb under the front teeth (while the
other four finders are loosely held in a fist form). While saying ng'o , wrist
motion may be used to flick the thumb out from behind the teeth. ng'o , like

fu often follows a verbal statement to reinforce what the speaker/gesturer has
just said and to add more emphasis to it, e.g.

sikupi ng'o
'I won't give you any' 'you're not anyone I'd ever give something to, you so
and so"
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Some verbal dependent gestures take phrasal verbal forms rather than single
words or syllables. One of these is hichi changu (or hiki changu ) which has
the literal meaning, "This is mine." hichi 'this' refers to 'chin' ( kidevu ),
and the gesture accompanying the phrase involves the thumb and index finger of
the right hand encircling the chin (index finger on top, thumb below) and then
pulling the chin sideways to the right. This spoken gesture asserts that a per-
son, who appears not to, ''should have respect for other people's property'
[Claessen 1982:24]. One context for using this (pronounced hiichichdngu
when gesturally accompanied) would be if your child had bad companions, you
might perform hichi changu to mean "It's my chin'", i.e. if the child screws up,
it's going to reflect on you, and what's more, you feel the child will screw up
given the company s/he is keeping.

We may look at these Swahili verbal forms that are associated with gesture
as speech plus gestural combinations ranging from units of referential vocaliza-
tion plus imitative gesture to units of arbitrary vocalization plus arbitrary
gesture. The forms described here represent five different types: language-
like as exemplified by hichi changu , nonverbal or gesture-like as seen with
ng'o , units of referential vocalization plus arbitrary gesture such as salala
cases of onomatopoetic vocalization plus imitative gesture as with hng'?ng'
and us , and one instance of onomatopoetic vocalization combined with an arbi-
trary gesture fu .

>

When we look at gesture as communication, and, as here, communication close-
ly linked to language, we begin to blur any language use/communication distinc-
tion as well as any distinction between verbal and nonverbal forms of communica-
tion. In fact, we begin to see communication as a multi-channeled form of ex-
pressive behavior. Here we saw hand and facial movements particularly related
to the concomitant production of sound with a communicative function. In
[Eastman 1983] I described exclamations in Swahili as a "special' part of speech
in which every member is associated with particular cultural behavior and under-
stood only with reference to its context of use. In essence, exclamations in
Swahili were seen to be verbal gestures, tied together by the fact that they
call for behavior to take place in that context.

Here we've seen another class of items in Swahili that are context sensitive.
We've seen further that not all such items are actually "words' in any real
speech sense per se. Some are expressions gesturally independent of speech,
some may be referred to in speech (with verbs expressing the act they represent).
Thus, one may -suta a person, openly '"fingering" them commenting that they did
a certain deed; one may -ramba kishogo behind someone's back to express con—
tempt for that person. These gestures without verbal accompaniment that are
"named" function as vielezi , i.e. comments on and elaboratioms of certain be-
havior.

Other gestural forms stand for whole utterances that remain unsaid. They
are looked at here, too, as functioning to elaborate the verbal discourse or
cultural scene. These gestures (such as holding up the thumb and index finger
in shared complicity), we suggest, like those with verbs referring to them, also
fall into the kielezi 'comment' (explanation) category.

Described in most detail here were gestures always associated with specific
speech forms, i.e. gestures perceived as unique combinations of visual and audi-
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tory stimuli functioning to comment on context-based behavior. We feel that the
more verbally associated a gesture is, whether united to a word ( salala ), ex-
pressable by one ( -suta ), imitative of a phrase ( hichi changu ), or onomato-
poetic ( ng'o ), the more likely it is to function more as a comment than as an
exclamation. We are intrigued by the crossover of linguistic function seen here
between verbal and visual speech. Particularly noteworthy to us is the observa-
tion that linguistic exclamations and imitative gestures function primarily to
call for behavior while speech + gesture units and gestures that substitute for
utterances are commentative.
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EGYPTIAN ARABIC AND ENGLISH:
NATIVIZATION PROCESS

Atteya Yussif El-Noory
University of Illinois-Urbana

"Anyone who speaks English is a citizen of the world."” These were the words
Bruce Pattison [1956] used in describing the internationally widespread use of
English. Kachru [1980a), on the other hand, distinguishes between two different
varieties or uses of (non-native) English: institutionalized varieties, e.g.
English in India, and performance varieties, e.g. English in Egypt. 1In both
types of use, English has undergone what came to be known as nativization (Kach-
ru, among others), namely, it has been, consciously and/or unconsciously, to
some extent adapted to suit the norms of the host languages. In this paper I
will attempt to examine some of the nativization processes that speakers of
Egyptian Arabic have imposed on borrowings from English as well as a few other
related issues.

1. English in Egypt

English came to Egypt with the British occupation (1882-1952). Habry and El-
9azzawy [1960] reported that the occupation authorities worked for the replace-
ment of Arabic by English as a medium of instruction in primary and secondary
schools. At the same time, the British administration encouraged foreign mis-
sionaries to set up preaching schools on entirely foreign lines. After indepen-
dence (1952), however, the introduction of English was delayed until the seventh
grade where it continues to be taught as a compulsory subject all the way
through college. Conrad and Fishman [1977] reported that 1,554,809 Egyptian
students studied English in secondary schools in 1971, thereby ranking Egypt, at
least statistically speaking, first in Africa in this respect in that year.

Certain social, political and economical factors have led to the predomi-
nance of English as the major foreign language taught and used in Egypt. The so-
called "open-door" economical policy of the government, claims Bowers [1983],
has increased the employment projects of the fluent user of English. On the oth-
er hand, tourism from countries where English is spoken either as a first or a
second language has stressed the need for the use of English within the country.

At least two English language newspapers are currently published in Egypt:
the Egyptian Gazette whose 1970 circulation was, according to Smith [1970b],
45,000, and the Egyptian Mail. Besides, both radio and television feature var-
ied programs in English. Such programs are, however, listened to by the highly
educated elite as well as by youths belonging to affluent families.

2. Lexical borrowings of English in Egyptian Arabic

English borrowings can be heard in Egypt in radio and. television programs
and commercials, naturally in lectures, and in everyday conversation. Newspa-
pers, popular magazines and books, though to a lesser extent, all use borrowings
from English. There is a cline of foreignness for English loans [Stanlaw 1982].
Some words seem to be regarded as-completely Arabic by Egyptians, e.g. /radyu/
‘radio’, /sigarah/ 'cigarette', film, etc. OQthers, especially very recent
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borrowings, are short-lived or have limited circulation, e.g. /kundishan/ 'air
condition', /kasit/ ‘'cassette', /vofidyu/ 'video', etc.

English loanwords may be brought in to fill certain "lexical gaps" as in the
case of '"video" above, but many other examples show that the filling of lexical
gaps is only one reason for.the English borrowing process. Kachru [1978a] uses
the term "contextual units" to explain the '"lexical sets" of borrowed items.

The borrowing may depend on register or style; or there may be a mutual dependen-
cy betweén the lexical borrowing from a particular language and a specific regi-
ster.

English loanwords are used by Egyptians regardless of age, sex or education.
The range and complexity of English borrowings will, however, increase as one
goes up the educational ladder, culminating in the use of technical and scholarly
terms by specialists.

Following is a partial list of English loanwords in Egyptian Arabic (modi-
fied from Zughoul [1978]), divided wherever convenient by area.

2.1, Items for modern inventions and machinary. Most of these words are inter-
nationally used: /kundfshan/ ‘'air condition', /humbyﬁtar/ 'computer',
/lonuri/ 'lorry' s, /muvatur/ 'motor, /tinalinafon/ ' telephone', etc.

’
2.2. Food and related items. /hambuvirgar/ ‘'hamburger', /bibs(i)/ 'pepsi',
/subarmarkit/ ‘'supermarket', etc.

2.3. Professions. /duvactuntir/ 'doctor (male)', /min-kantki/ 'mechanic’,
/sikirterah/ '(female) secretary', etc.

2.4. Measurement units. /kartUnah/ 'carton', /galun/ 'gallom', /{inn/
'ton', /fovult/ 'volt', /wat/ ‘'watt', etc.

’
2.5. Sports, recreation, and related items. /kasit/ 'cassette', /gonvl/
'goal', /basi/ 'pass', /bildnti/ 'penalty', /tinis/ 'temnis', etc.

2.6. Clothes and related items. /b(i)lbzah/ 'blouse', /fanillah/ 'flannel',
/shurt/ 'shorts', etc.

2.7. Miscellaneous. /anvisbirtn/ 'aspirin', /kart/ ‘'card', /shTk/ ‘check'
(n.), /bank/ ‘'bank', /kirismas/ 'Christmas', etc.

3. Processes of Nativization

3.1. Phonology. Most of the borrowings are phonologically treated as if they
were Arabic words. First, no consonant clusters exist initially in Egyptian Ara-
bic, and a maximum of two consonants in a cluster is allowed medially and final-
ly. Therefore vowels are inserted between two consonants in most borrowed Eng-
lish words, e:g. /kirismas/ , /asbirin/ .

Second, some English sounds are usually altered to meet the fundamental pho-
netic habits of Egyptian Arabic: /p/ = /b/ as in /asbirin/ and /bibs(i)/
(this rule is blocked if /p/ 1is followed by a voiceless stop, e.g. /kaptin/
‘captain'); /v/ - /f/ as in /shifurlsh/ 'Chevrolet". (the sound /v/ will
tend to remain unchanged in the speech of the "educated"); /ch/ + /sh/ as in
/shik/ ‘'check' (n.); /s/ > /s/ mext to /a/ as in /basi/ ‘'pass' and
/salin/ 'saloon'; /e/ » /i/ as in /kasit/ and /bibs(i)/; /Vi/ > /vii/ as
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in /kartunah/ ‘carton' and /galun/ 'gallon'. This change takes place mostly
in the second syllable of a two-syllable word.

3.2, Morphology. All the borrowings are morphologically treated as if they
were Arabic words. They are pluralized either by adding the plural inflection
of Arabic or by changing the form to fit any of the Arabic paradigms. The fol-
lowing nouns take the plural feminine:inflection /3t/ :

/sjnama/ /sinam-at/ 'cinemas'

/fuvult/ /fuvul t-at/ 'volts'

Examples of plural paradigms that are fitted into are:

Sg. pl.
Model 1 /masruf/ 'expenditure’ /masarTf/
/kartunah/ 'carton' /karatTn/
Model 2 /xadd/ 'check’ /xudud/
/bank/ 'bank’ /bunuk/
/kart/ 'card' /kurut/

Arabic does not have a neuter gender. Accordingly, the borrowings are given
either masculine or feminine genders depending on how they sound. For example,
bank, doctor and film are treated in the singular as masculine whereas words
like cinema and lamp /lambah/ are treated as feminine. English words that ap-
ply for both the masculine and feminine such as 'doctor'" are considered mascu-
line and inflected to indicate femininity as in the following examples:

masc. fem.
/dunaktuvar/ /dunaktunvirnah/
/sikirter/ /sikirter-ah/

The largest percentage of the borrowings are nouns. However, some verbs were
either borrowed or derived from these nouns. The verbs are treated as other
verbs in Egyptian Arabic and inflected for present and order to fit the three
forms of verb, e.g.

past(root) present order
model safir yisafir safir 'travel’

kansi | yikansi | kansi | 'cancel, ignore'

Most of the borrowed items have maintained only one of their original meanings
when used in Egyptian Arabic, depending on the area in which the word was bor-
rowed. For example, the word /flash/ is only used in .photography, the verb
/dublar/ (from "to double") is used to mean 'to repeat a course or a year in
school', whereas the lexical items /aw(i)t/ ‘'out', /gonvi/ ‘'goal', /basi/
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'pass' occur only in meanings related to soccer. Very few words have expanded

in meaning, e.g. /yikansil/ 'to cancel' is used to mean both that and ''to ig-
n

nore' .

4. Attitudes towards English mixing in Egypt

Two studies by El-Dash [1973] and: El-Dash and Tucker [1975] showed that the
Classical Arabic speakers, and, in general, the speakers of American English,
British English, and Egyptian English were considered more highly educated than
the vernacular speakers. However, opinions vary when it comes to the question
of code mixing with English, or any other language for that matter. Al-Bakry
[1976] bitterly criticizes such "lamentable innovation which some call franco-
arab'" and wished that they had elected (if they had to) to either use the for-
eign language all the way or, better still, use their own mother tongue, not ex-
cluding the vernaculars in this respect. At the public level, there seems to be
a cline of acceptability for code mixing and borrowing in general. For example,
the instances of code mixing cited by El-Bakry [1976] which includes /iftah
ilwindu plTz/ ‘'open the window, please' and /?innahardah ilgaww viri nays/
'today the weather (is) very nice' will certainly call for sarcasm. On the oth-
er hand, utterances such as /hammatt i1fiim fi ilustudyu illi ganb ilbank/ '(I)
developed the film at the studio which (is) next to the bank' will go unnoticed.

5. Conclusion

The possibility of institutionalizing English in Egypt is a farfetched one
regardless of how highly some Egyptians may think of English. A number of fac-
tors distinguish the Egyptian context from, say, the Indian or Nigerian context.
First, Egypt enjoys an ethnic and a linguistic homogeneity. Second, Egyptians
think highly of Arabic; in fact most of them would think in terms of Arabic, at
least at the lexical level, influencing English rather than the opposite. Third,
the belief in the richness and flexibility of Arabic, among other reasons, has
been behind the enthusiastic attempts for Arabicization. For this purpose, lan-
guage academies have been established in Cairo, Damascus, and Baghdad. Sharaf
[1976] believes that Arabicization has started to pay off, giving illustrations
of a considerable number of previously popular (foreign) lexical items, e.g. ref-
ereee, team, etc. that have actually given way to their Arabicized counterparts.

Taking into consideration all the attempts at Arabicization as well as the
official and public feelings about it, what would the Arabic of the future look
like? Ferguson [1959] attempts an answer to this question: '"...There is almost
full unanimity (in the Arab world) that Arabic of the future will not be a form
of colloquial Arabic. It will be a 'modern' slightly streamlined form of Clas-
sical Arabic, purified of all regionalism or of excessive foreign vocabulary ...
Some believe it will take ten years, others go as high as fifty...." Twenty-
five years have already passed since Ferguson first wrote this. Do we already
have that modern, purified Arabic? Maybe not. Yet things are surely a lot bet-
ter now than they were twenty-five years ago.
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QUESTION FORMATION IN KUSAAL

Nora C. England and William A. Ladusaw
University of Iowa

1. Introduction

Kusaal is the language of the Kusasi, who live in the northeast part of
Ghana and adjacent Upper Volta. It is a member of the Gur (Voltaic) branch of
Niger-Congo, sister to Dagbani and Moore (among others). Our analysis is based
on data from Robert Agunga, a native speaker of the Bawku (Ghana) dialect.

In this paper we present a brief sketch of its structure and discuss the
formation of Yes/No Questions (hereafter, merely "'questions"), a process which
seems to fall midway between inflection and cliticization.

Questions are formed from declaratives by the addition of a final Low tone,
which is associated with the last word of the sentence. The addition of the
tone triggers segmental operations which are in some cases phonologically pre-
dictable, while in others dependent on the morphological features of the last
word in the sentence.

2. Grammatical Sketch

2.1. Syntax and Morphology. Kusaal is a rigidly SVOX language. Its NPs have
prenominal possessor NPs, but postnominal adjectives, relative clauses, and de-
terminers (in that order). There is no agreement marking on the verb. Nouns
can be divided into inflectional classes according to which pair of singular
and plural suffixes they take. Words which translate into English as adjec-
tives may occur with inflectional suffixes drawn from a subset of the noun suf-
fixes or as true verbs (or as both). The former type of adjective we refer to
as N-form adjectives and the latter class as V-form adjectives. 1In general,
number is marked on an NP only on the rightmost inflecting element. Hence
Nouns in construction with N-form adjectives and Nouns and N-form adjectives in
construction with certain determiners appear in their base forms. Thus, there
is no real agreement between nouns and adjectives within the noun phrase.

These features of Kusaal are illustrated in (1)-(4):

(1) awln gdtté ba: 'Awin is looking at a dog'
(name) look at-Impf dog

(2) & y&t pud? véITn 'he sees a beautiful woman'
he sees woman beautiful

(3) m yét dal? wavkla 'T see the tall man'
I see man tall-the

(4) wh:m vél kédnna? mleya "this beautiful calabash is red'
calabash beautiful this is-red



106 Studies in African Linguistics, Supplement 9

2.2. Phonology. The inventory of underlying segments is given below.

p t k kp i u (long and short,

b d g gb e o nasal and oral)

m n n (m?) £ fo)

f s a Plus weak harmonizing
v z vowel [(,0,8]

W y I r h 2

There are a labial, alveolar, velar, and labiovelar series of stops. The pa-
renthesized [m?] occurs only word-finally, but its distribution is so far un-
predictable. The units [kp] and [gb] occur only morpheme-initially. There
are no word-final occurrences of [v] , [z], [w], or [y] . The velar nasal
[n] occurs only finally or as an intervocalic geminate. There are seven dis-
tinctive vowels: [i], [e]l, [e], [(ul, [ec]l, [5], and [a] , which may oc-
cur as either [*long] or [#*nasal]. Additionally there seems to be a weakly
harmonizing vowel, realized variously as [.], [e] , or [o] . There are
three distinct level tones: H ('), M (7), and L ('). Mid tone is comparative-
ly rare.

Final oral stops are devoiced and nasally released. Vowels following nasal
consonants are nasalized, though the nasal/oral contrast is maintained before
nasal consonants. The glides [w] and [y] are nasalized (almost to the
point of nasal consonant articulation preceding nasal vowels). The morpholog-
ically sensitive rule in (5) is of relevance here.

(5) Stem Truncation: cv
CV: > ¢cv? [/ _ ¢
CV. 2V,
i’ i

When a verb or adjective occurs in its base form, the contrast between short
vowel, long vowel, and V-?-copy V is neutralized to a short vowel, checked by a
glottal stop. Noun stems similarly neutralize a long vowel/short vowel con-
trast. The singular noun suffixes [-og] , [on] , and [-ok] are realized as
rounded [g] , [n], and [k] respectively when attached to stems which end in
nonround vowels (cf. wawk in (3)).

3. The Formation of Questions

From this short sketch, let us highlight two points crucial to our analysis
of questions. A question is marked by the addition of a low tone to the end of
the sentence. The tone is associated as the last tone of the last word of the
sentence. Given the syntax of Kusaal, the last word of the sentence can be of
any category, as illustrated in (6-7). The last word may end in any vowel or
any of the consonants [p], [b], [m], [t], [d], [n], [k}, [gl, [nd,
(m?2] , [f1, [s], [1], or [r]. Questions corresponding to the sentences in
(6) are given in (7).

(6) a. awln wh?ad (7) a. awln wh?4da:
'Awin is dancing’ 'is Awin dancing?’
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(6) b. awin yét bd:g (7) b. awin yét bd:ga:

'Awin sees a goat' 'does Awin see a goat?'
c. awtn yét bd kbdh c. awin yét bd kédré:

'Awin sees an old goat' 'does Awin see an old goat?'
d. awln vyét bd:gwd d. awin yét bb:gwd:

'Awin sees this goat' 'does Awin see this goat?'
e. O nd  yb:m bi:vwg e. & nd yoim bi:gd:

's/he will sing tomorrow' 'will s/he sing tomorrow?’

Though the formation of questions by the addition of a formative at the mar-
gin of a sentence is quite common for verb-final languages, we do not know how
common it is for SVO languages. One's initial expectation for Kusaal would be
either that the formative marking the question would be invariant or that any
variation in its realization would be phonologically predictable. 1In short, we
would expect a full formative or a clitic.

This expectation arises from the same principles which stand behind Zwicky
and Pullum's [1982] criteria for distinguishing between cliticization and in-
flectional affixation. They offer three criteria to which we would add D be-
low:

A. Clitics exhibit a low degree of selection with respect to their hosfs,
while inflectional affixes exhibit a high degree of selection.

B. Arbitrary gaps in the set of combinations are more characteristic of in-
flectional affixes than of clitics.

C. Morphological idiosyncrasies are more characteristic of inflectional af-
fixes than of clitic groups.

D. Inflectional affixes are restricted to attaching to a limited range of
syntactic categories, though clitics may attach to a wide range of
hosts.

Question formation in Kusaal shows a mixed set of properties with respect to
these criteria. The formative attached to the last word regardless of its syn-
tactic category, and for every declarative sentence there is a well-formed ques-
tion. In these respects it is like cliticization. Yet the segmental bearer of
the added tone cannot be phonologically predicted. The generalizations must in
some cases mention the syntactic category of the host word and its morphologi-
cal features.

4, Analysis

The low tone which is added to a declarative to form a question must be in-
corporated into the last word of the sentence. Where the last element in the
sentence ends in a long vowel, this tone is simply associated with the final
vowel, creating a falling tone, as in (8).

(8) a. fo gbt b3: b. 0 gbt b3}
'you look at a dog' 'are you looking at a dog?!
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One might expect then that the form of a question would follow from indepen-
dently motivated rules governing the association of tones. This is only partly
true.

We assume that only one tone may be associated with a short vowel, but that
a long vowel may (but need not) bear two tones. Tone patterns in monosyllabic
lexical items support this assumption; there are no stems with moving tone on a
short vowel, but there are stems with moving tones on long vowels, such as
those in (9):

(9) &t 'horn', niTng  'bird', ndTf  'cattle', y&tm  'song'

There are then two possibilities for adding a sentence-final low tone to a word
which ends in a short vowel which already bears a tone: the new tone could re-
place the original tone, or the vowel could lengthen in order to accommodate
the association of two tones, the original (lexical) tone and the question-
forming tone. The second possibility, that of lengthening the final short vow-
el, is what occurs in Kusaal, as shown in (10) and (11).

(10) a. fo bbdd z&? b. fo bdd z&:

'you plant late millet' 'do you plant late millet?'
(11) a. b3 womy3? b. b3 womyd}

'they sing-Per'’ 'have they sung?’

The addition of the low tone blocks the application of stem truncation (5).
Example (12) shows that a short vowel which arises by Stem Truncation from a
V.7V, stem bears the low tone on the vowel after the glottal. Therefore the
form of all vowel-final elements to which the question tone is added seems pre-
dictable from the rule in (13).

(12) a. m nd wh? b. ™ nd w73
"I will dance’ 'will I dance?'
(13) T T T T
~~ = ~.
\Y% \'H

It is with consonant-final words that the phonological predictability
breaks down. In these cases (excepting a class of forms which end in [m] ), a
vowel is added which bears the tone. The added vowel is one of the low vowels
[e], [a]l, or [5] . Which vowel is added is not completely predictable from
the phonology of the word. One must make reference to the morphological fea-
tures of the word to which the tone and its vowel are incorporated.

To state the patterns of vowel association with consonant-final words, it is
necessary first to distinguish verbs (and V-form adjectives) from nouns (and N-
form adjectives). Every constituent which is not a noun, verb, or adjective
either patterns like a noun or ends in a vowel. It is also necessary to exclude
and treat separately three noun classes: the class which forms its plural with
the suffix -nam , that which forms its plural with the suffix -b (the "Peo-
ple" class), and mass nouns terminating in [m] . Finally, at least one class
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of derived nouns must be excluded: those formed with the diminutive -bil

Verbs pattern differently from nouns. Verbs in the aorist and future can
be consonant final, while other tense/aspect suffixes end in vowels and follow
the lengthening rule. Consonant-final verbs in the Aorist may terminate in
[d), [t], [m], or [n] and all add [a] . Verbs in the future that end in

consonants other than [m] add [e] . Verbs ending in [m] 1lengthen the [m]
as if it were a vowel.

Declarative Question
(14) a. O bun S blnné: (Aorist) bln
b. O na bln S na bhnél (Future) 'harvest sorghum'
(15) a. O dum O dumma (Aorist) dum
b. O na dum? O na dum (Future) "bite'
(16) a. & lugfd O lugidat (Aorist) 14g
\ \ ’ . 1 IR ' ]
O na fug 0 na luge: (Future) swim

Excluding the four exceptional classes mentioned for nouns, then, the rules
may be stated in terms of the final segment of the word. These rules seem,
however, far from natural.

Nouns ending in the suffixes [-b] or [-f] take [o5] ; those ending in
[m] or a coronal take [e] , and those ending in velars take either [a] or
[0] . The distribution of the question vowel with velars depends partly on
whether the velar is in the stem or is a noun-class suffix, and (if a suffix)
on the form of the suffix. The noun-class suffixes (singular) [-og] , [on] ,
and [-ok] take [o] as the question vowel, while the suffix [-g] or a stem
final [n] or [k] take [a] .

The four exceptional noun-classes mentioned above are exception in that the
vowel which is added in the question form is not the one expected from the pat-
tern laid out above. Their exceptionality is unified by the morphological
properties of the words.

Though all other [|]-terminal words add [e] , if the noun ends with the
diminutive suffix [-bil] , [a] is added. Hence the question form of
[ndbf1] 'little toe' (cf. [ndbrd:wg] 'toe') is [ndbf1d'] . Similarly for
[wédbi1] 'star' (cf. [whdlg] 'moon').

The noun class whose plural is formed with the suffix [-nam] and the
class whose plurals are formed by adding [-p] or [-b] all take [a] in
their question forms. The majority of nouns in both classes are words for peo-
ple, e.g. 'man', 'woman', 'witch', 'father', 'chief', 'midwife'. Some forms
appear in both classes. The [nam] class also contains emphatic pronouns and
some borrowings, e.g. [16r] ‘'truck'.

Finally mass nouns generally lengthen their final [m] just as [m]-final
verb stems do in the future, but unlike count nouns and aorist verbs. Hence
the question form of [zé:m] ‘'blood' is [zé:m}] , that of [y&?am] ‘'wisdom'
is [yd?ami] . Yet even here we find two apparent mass nouns ( dé?em , 'algae'
and t4?8m 'rope fibre') whose question forms suffix [e] .
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The schizophrenic nature of [m] in this process (acting now as a vowel,
now as a consonant) is intriguing. We have not yet found any way of predicting
which final [m]'s act in which way, nor have we found any independent reason
to posit two distinct segments.

5. Conclusion

It is obvious that a fair amount of memorization is required to master this
process. Our informant has occasionally been unsure of which vowel to add for
some nouns, in exactly the forms that seem to admit of more than one morpholog-
ical analysis. For instance, he gave both [a] and [o] as question vowels
associated with the form mUmUg 'small calabash', and eventually decided that
he preferred the [a] terminal. This uncertainty is expected, since the form
mumug could be interpreted as a member of the [-g] suffixing class (in which
case it should take [a] ) or the [-og] suffixing class (in which case it
should take [2] ). In most cases, however, there was no uncertainty, since
the generalizations are sensitive to information that is readily accessible to
the native speaker.

In spite of a certain amount of lexical idiosyncracy, most of the forms are
entirely predictable. Taken bit by bit, each part of the question formation
process involves reasonable rules, but as a whole, it is a generalization that
cuts across the usual domains for rules: the phonological, the lexical, and
the syntactic.
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RIVERS PIDGIN (CREOLE) ENGLISH:
TONE, STRESS, OR PITCH-ACCENT LANGUAGE?

Nicholas Faraclas
University of California, Berkeley

1. Possible Analyses of Pitch Phenomena in Rivers Pidgin English (RPE)

In Rivers Pidgin English (the dialect of West African Pidgin English spoken
in the eastern part of the Niger Delta and throughout the southeast of Nigeria)
we find such minimal pairs of words as (an acute accent indicates high pitch
while a grave accent indicates low pitch):

/g6/ '(to) go' A g méket. [& gb "mdket] 'T went to market’
/gd/ future marker A gd gb méket. [& go gb 'mhkit] 'I will go to market’
/mida/ 'mother (biological)’ [ "mdda]

/mdda/ 'school marm' [ "mdoda]

Is the pitch distinction between the two members of each pair cited above best

analyzed as tonal (as in Gokana bA ‘'hand' vs. ba 'eat') stress-related (as

. . 4 )Y . +

in English fImpdrt vs. 1Impdrt ) or part of a pitch accent system (as in Ijo
2r 1 4 [ . ry o N

aka tooth' vs. 1ka maize')? Some of the arguments for and against each

analysis are now summarized.

1.1. Arguments for a stress amalysis. The argument for a stress analysis of
pitch phenomena in RPE is supported by the existence of a phrase-level system
of accentuation which is clearly stress-related, the limited scope and primari-
ly grammatical nature of almost all critical pitch distinctions in the language,
and the clear correlation of stress placement over English words to the assign-
ment of high pitch over most RPE words derived from English. An apostrophe
precedes a syllable which receives phrasal stress-accent:

/ jam/ [*j8:m] 'yam' (2 sf mdkét '"jéd:m] 'I found the market yams'

/miket/ [ 'mékét] ‘'market' [& s! JjAm 'mdkét] 'I found the yam market'

1.2. Arguments for a tonal analysis. The argument for a tonal analysis of RPE
involves the correspondence of pitch patterns over words borrowed into Pidgin
from other Nigerian languages with the tonal patterns found over those words in
the source languages, the failure of such words to be affected by phrase-level
stress-accent, and the fact that fundamental frequency (pitch) level is the on-
ly reliable cue for accentuation phonetically in RPE. Another tone-like aspect
of the behavior of units bearing high pitch in RPE is the fact that they do not
cause reduction (lowering of pitch) of surrounding pitch-bearing units:

Igbo: A&kom 'fever' Pidgin: &kdm shdtép [&kdm [3't3:p] '&kdm shut up'
(malaria medicine)
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1.3. Arguments for a pitch-accent analysis. The pitch-accent argument re-
volves around the way in which strings of connected speech are parsed for
phrase-level accent assignment, which corresponds rather closely to that found
in Japanese [McCawley 1965] and Ijo [Williamson, personal communication].
Another accent-like characteristic of the RPE system is that for items derived
from English (the great majority of words), only a very restricted number of
pitch patterns may occur in relation to the potential number of patterns, given
the existence of two distinctive levels of pitch. An equal sign = symbolizes
an accent group boundary:

/nd=1m bdj jam=f> mbket/ ['nd: fm bd] 'jé:m £5 "mhket]

'no, he bought yams in the market'

2. RPE: A Mixed System

The only satisfactory solution to the problem outlined above, that is, the
only analysis that can predict pitch patterns over utterances in a unified way
involves the interaction of tonal, pitch-accent, and stress units. Tone is as-
signed to words lexically, words from tonal languages being fully specified
(one tone per syllable) and words from English being underspecified in most
cases (often one tone per word). Underspecified items would then be assigned
additional pitches on the basis of their position within a stress—accent group
or phrase as well as in relation to the type of tone assigned to them lexical-
ly. The existence of a mixed system of pitch assignment and realization in RPE
reflects the mixed origins of the language which include stress languages (Eng-
lish, Portuguese), tonal languages (Igbo, Yoruba, etc.), and pitch-accent lan-
guages (Ijo). At the surface, one is tempted to apply a stress analysis but
the actual system is in many ways a reinterpretation of stress in terms of tone
and pitch-accent.

2.1. Implications for theories of pidginization/creolization. The RPE data re-
affirms the importance of substrate-basilectal speech patterns on the underly-
ing structures and processes in Pidgins and Creoles. It also indicates that
speakers of Pidgins and Creoles operate from unified systems rather than from a
loosely bound set of parasystems, each corresponding to the system as it exists
in one or another of the input languages. In other words, a Pidgin or a Creole
may behave at the surface in a way which is very much like the acrolect and per-
haps very much unlike the basilect. A more careful analysis usually results in
the discovery that the strategies used by speakers in the production and proc-
essing of surface forms are strikingly similar to those typical of basilect,
rather than acrolect speakers.

2.2. Implications for phonology. Linguists are only now coming to recognize
the importance of processes such as pidginization/creolization in the develop-
ment of all languages. One of the implications of this realization will have

to be the recognition of the possibility that mixed systems like the one out-
lined for RPE above are not restricted to languages generally classified as pid-
gins or creoles but may in fact be quite widespread and that such mixed systems
where they do exist, function as unified systems rather than as sets of para-
systems. This may explain the recent successes of the autosegmental model for
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the analysis of suprasegmentals, which in effect is supple enough to at least
begin to accommodate itself to the analysis of systems which have elements of
both stress and tone, tone and accent, etc.

2.3. Implications for the study of African languages. There seems to have
been a certain reluctance on the part of many Africanists to even consider the
existence of any non-tonal pitch phenomena in the languages that they study.

It is obvious that such attitudes can do nothing to advance, but much to hinder
the scientific description and analysis of African languages. In many parts of
Africa intermarriage, bi- and multilingualism, and other forms of interethnic
contact and exchange are the rule rather than the exception. The traditional
bias in linguistics against pidginization/creolization as a model for language
change has had for this reason even more of a negative impact on the study of
African languages than it has had in other areas. Africanists must learn to
recognize, describe, and analyze mixed systems wherever they occur. Mixed sys-
tems can in fact shed much light on some of the most important unresolved ques-
tions facing the linguist in Africa. For example, the analysis of RPE pitch
patterns as the result of a mixed system has allowed the division of lexical
items into distinct classes each of which corresponds to a particular histori-
cal stage or source of borrowing of vocabulary items into the language. This
in turn has provided critical evidence concerning such problems as the nature
and extent of the influence of Sierra Leonian/West Indian Krio on Nigerian Pid-
gin English during the 19th century.




BORROWED LOGOPHORICITY?

Zygmunt Frajzyngier
University of Colorado

The aim of the present paper is to propose, for the first time,
a comparative study of the form and function of logophoric sys-
tems in Chadic languages and to formulate a hypothesis regard-
ing logophoricity in Proto-Chadic.

1. The Two Systems

1.1. The three sets of Mapun. The logophoric system of Mapun consists of the
following sets of promouns. (Tones are mnot relevant to the problems of this pa-
per and hence are left unmarked; 'b and 'd dindicate labial and alveolar
glottalized stops respectively):

A B C
3 p. m. sg. wur 'di gwar
f. sg. war 'de paa
pl. mo 'du nuwa

The deciding factor for the use of the three sets is whether the pronoun of
the embedded clause refers to the speaker, i.e. the subject, or to the addressee
of the main clause (cf. Stanley [1982]).

1.2, Reference to the subject. In sentential complements following the verb
sat ‘'say', set A indicates disjoint reference and set B indicates coreference
with the speaker of the main clause, i.e. the subject of the verb sat . Com-
pare (la) and (1b).

(1) a. wur/war/mo sat ni wur/war/mo ta dee n Jjos
he/she/they say Compl he/she/they stop stay Prep Jos

'he (1) /she(1)/they(l) said that he(2)/she(2)/they(2) stopped over in Jos'

b. wur/war/mo sat ni 'di/'de/'du ta dee n Jos

'he(l)/she(1l)/they(l) said that he(l)/she(l)/they(l) stopped over in Jos'

Set B above has also its object counterparts, viz. 'din (m), 'de (f) and
'dun (pl). The object pronouns of the sentential complements behave in the same
way as subject pronouns. The system further makes explicit whether or not 3rd
p. sg. is a part of the set referred to by the 3rd pl., e.g.

(2) a. wur/war sat ni n nas mo 'he(l)/she (1) said that I beat them(2)',
i.e. "he/she" is not part of "them"
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(2) b. wur/war sat ni n nas 'dun 'he(l)/she(l) said that I beat them(1)',
i.e. "he/she" is part of "thenm"

(3) wur sat ni ta 'du dee n Jos
stop 3pl stay Prep
'he said they stopped over in Jos', i.e. "he" is part of "them"
In environments other than those that involve the complements of the verb
sat , instead of the three systems of pronouns only one system, A, is used in

all persons. Unlike the case in environments of the complements of the verb
sat , such a use more often than not indicates coreference, e.g.

(4) vyak si wur man me takarda wur cin n an n  tan

then take some book give Prep lsg lsg read

'then he took a book and gave it to me to read' (D. D. biography, 47)
(5) n tal pi wura ni ko ket wur ki la siwol ni a

1sg ask Prep 3sg Cop Def Interr 3sg Compl receive money Def Interr

'l asked him whether he has received money’

(6) a. n naa wur wur pi dim n kaano 'I saw him going to Kano'
see Prog go
b. *n naa wur gwar pl dim n kaano 'T saw him going to Kano'
3sg

In (5) the 3 p. m. sg. pronoun wur in the embedded clause may or may not be
coreferential with the same pronoun in the main clause.

1.3. Reference to the addressee. If the third person pronouns in the embedded
clause refer to the addressee rather than to the speaker of the main clause,
then the pronouns must be drawn from set C but never from set B, Compare the
following examples with pronouns drawn from set C, followed by an ungrammatical
example with pronouns drawn from set B:

(7) a. n satn war ni paa naa ki n k'es makaranta
1sg say Ben 3f Compl 3f look Compl 1lsg finish school

'T told her, look, I have finished school'
b. n sat mo ni nuwa naa ki n k'es makaranta
3pl 3pl
'I told them, look, I have finished school’
c. n sat nwur an ni gwar tan me mbi n an
3sg 1sg Compl 3sg find some thing Ben lsg
'T told him that he should find something for me’
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(8) *n sat n wur ni 'di naa ki n kes makaranta
3sg(A) 3sg(B)

'T told him, look, I have finished school'

1.4, The function of sets A and C. If the verb of the main clause is sat ,
then pronouns of either set A or set C may be used in the subordinate clause.

Pronouns of set C are used when the third person represents the addressee
of the reported speech. Pronouns of set A will be used when the third person
is not the addressee of the reported speech.

(9) a. n sat n wur taji wur dim n kaano
Prohib. go

'TI told him(l) that he(2) may not go to Kano'

b. n sat n wur taji gwar dim n kaano

'TI told him(l) that he(l) may not go to Kano'

One can use the set C pronoun in the subordinate clause without having any
third person pronoun in the main clause, e.g.,

(10) an ni ko a iri 'dak 'di gwar sin an 'be an mbi cin ni
lsg Compl any Copula kind work Rel 3sg give lsg consec lsg Fut do it

'T said that any kind of work which he gives me, I will do it'

Thus the function of set C is fundamentally different from the function of set
B. The pronouns of set B indicate coreferentiality with the subject of the main
clause, are syntactically determined, and have an anaphoric function. The pro-
nouns of set C do not indicate coreferentiality and are not anaphoric. They
have a deictic function and are not syntactically, but rather pragmatically, de-
termined.

1.5, Origin of the three sets. Set A pronouns are identical to the set of sub-
ject or object pronouns of the main clause. Pronouns of set B all have the same
initial consonant /'d/ and they differ only in the vowel that follows it. It
is possible that the pronouns of the Set B derive from demonstrative pronouns,
which also have 'd as initial consonant.

There is no clear indication about the origin of set C. The word /gwar/
occurs as the independent lexeme meaning 'man'. I do expect that the remaining
elements of the set, viz. /paa/ and /nuwa/ also derive from independent
words.

2. Comparative Data

2.1. Angas Group. At least two other languages, Sura and Angas, have logopho-
ric pronouns. The pronouns in Angas are cognate with the pronoums of Mapun:

Set B: dyil (m.) °'da (f.) 'du (pl.)
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Set C: gwa (m.) pe (f.) nywe (pl.) [Burquest 1973:195]

In Angas the two sets have functions similar to those of sets of Mapun. The
data for Sura [Jungraithmayr 1963] indicate only the anaphoric function.

On the basis of the three languages belonging to the Angas group one can
certainly postulate that logophoricity as described for Mapun was also a fea-
ture of Proto-Angas.

2.2. West Chadic. The only West Chadic language outside of the Angas group
for which logophoric pronouns have been observed and described is Pero (cf.
Frajzyngier [in press]).

In Pero there are two sets of pronouns, which differ only in the form of
the second person markers. In one system these pronouns are ka (m) and ci (f)
and in the other, peemu (m) and peeje (f).

The "peemu'' set in Pero may, but does not have to, occur in sentential com—
plements of the verb 'say'. The data clearly indicate that the "peemu" set re-
fers to the second participant, i.e. to the addressee of the reported speech.
Thus Pero has only the equivalent of set C of Mapun, i.e. in the logophoric con-
text it has only the deictic and not the anaphoric function.

It is important to note that the second element of the logophoric pronouns
in Pero also seems to be derived from demonstrative sets, for the form -mu is
similar to the demonstrative suffix -mo

2.3. Other branches of Chadic. In East Chadic a logophoric system has been re-
ported for Kera [Ebert 1979:260 ff.]. The logophoric pronouns, identical with
independent pronouns, indicate coreferentiality with the subject of the main
clause. They correspond thus to set B of Mapun, i.e. they have an anaphoric
function.

3. What Can be Reconstructed for Proto-Chadic?

3.1. Anaphoric set. The anaphoric set has been noted in two branches, West
and East Chadic. In West Chadic the anaphoric set was certainly present in Pro-
to-Angas. There are no claims that any other language of this branch has the
logophoric svstem of set B. This set cannot be reconstructed as a retention
from Proto-West Chadic. Although a logophoric system has been reported in Kera,
such a system is not universal to the East branch. There is therefore no evi-
dence to show that Proto-Chadic had a set B logophoric system. Unless more
Chadic langauges are shown to have such a system one would have to assume that
set B logophoric systems in Angas languages and in Kera result from borrowing
of an areal feature from one or more of the non-Chadic languages. In the same
general geographical area, one may note studies of logophoricity in the Ubangi
languages by Cloarec-Heiss [1969], Tuburi by Hagege [1974], Gokana by Hyman and
Comrie [1981], Ewe by Clements [1975], and Tikar by Stanley [1982].

3.2. Deictic set. Since no evidence for the existence of set C has been found
outside of the West Chadic branch one cannot postulate the existence of the
deictic logophoric pronouns in Proto-Chadic. Within West Chadic, however, the
markers of set C are cognate, mainly because of the forms involving /p/ in the



118 Studies in African Linguistics, Supplement 9

Pero "peemu" set and "paa" in the Angas group. The fact that outside of the
Angas group only Pero has the set C mitigates against reconstruction of the set
C for Proto-West Chadic. It is possible that this set developed within the
West Chadic branch only as a result of borrowing of an areal feature.

[The work on this paper was conducted while I was a Fellow of the Center for
Applied Humanities, University of Colorado. The data on Mapun were gathered
with the help of an NEH grant, and also with the help of the Council on Re-

search and Creative Work, University of Colorado.]
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AUTOSEGMENTAL BABANKI

Gary M. Gilligan
University of Southern California

0. Introduction

The initial goal of this paper is a brief exposition of Babanki noun tonol-
ogy, in the form of an autosegmental reanalysis of Hyman [1979a]. There fol-
lows a sketch of the immediate ramifications of this analysis, which range from
a reconsideration of the well-formedness conditions on autosegmental associa-
tion to a series of arguments concerning the proper representation of downglide.

1. Tonal Alternations

Babanki, a Western Grassfields Bantu language of Cameroon, exhibits four
surface phonetic levels: H, M, L, and X (a lowered low tome). In the ensuing
discussion, it will be argued that there are actually six different tones, or
tone reflexes, and that these are derivable from only two underlying tones, giv-
en an abstract enough underlying form.

Nearly sixty percent of all Babanki nouns are L-H in isolation, where the L
tone falls on a prefix and the H on the monosyllabic noun stem. The rest of
the nouns, in isolation, are either L-L or L-X. When the L-H nouns appear in
different environments, however, they break down into four groups, which will
be exemplified by kakam 'crab', kefo 'thing', kaofo 'medicine', and
konkwi? 'belt'.

The varied environments used in this paper will be the two noun slots in
the associative construction. The construction is similar to the postnominal
genitive in English, such that the first noun is the head and the second the
possessor. In addition, both constructions have a particle separating the two
nouns, although in Babanki this particle is segmentally identical to the prefix
of the head noun.

When head of the associative construction, all four nouns are followed by a
H associative prefix. In this position, kokem remains L-H. The other three
are also L-H, but the associative particle and all subsequent H tones are low-
ered to a M level, which suggests downstep. Following a suggestion by Clements
and Ford [1979] that downstep is a ''floating" L tone between two "anchored" H
tones, it would appear that the underlying representation of the latter three
nouns includes a L tone, while the former does not.

When the possessor noun and preceded by a L associative particle, kakem
and kofo appear as L-L, while kafo and kenkwi? are L-H. Since koakam is
argued to be without a L tone above, then some rule must be responsible for
"bumping'" the H tone. Apparently the latter two are resistant to this rule.

When the possessor noun and preceded by a H associative particle, kefo is
H-L, which suggests that some rule has spread the associative H to the prefix.
Kefo and kokem surface as H-M, in which the M-level tone is actually down-
stepped, given a rule of H-spread, the L tone which is displaced by that rule,
and the preceding discussion of downstep representation. Finally, kankwi? is
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M-H, which is the only true M tone found in this paper, since it is followed by
other H tones.

Since the above nouns, when in head position, occasion H associative parti-
cles, it is tempting to posit an underlying H tone prefix. Given this hypo-
thesis, a rule which subsequently lowers the initial syllable of a string and
rules which spread H and L tones and create M tones, it is possible to recon-
struct underlying forms with only H and L tones, although it is then necessary
to posit underlying floating tones in some cases. Kekam is H-H, kafo H-HL,
kefo H-LH, and konkwi? L-HL. The unusual L tone prefix for the latter noun
turns out to be characteristic of all nouns which begin with nasal clusters,
and it is also related to the appearance of M tones. Note that there are also
classes of nouns which are H-L, L-L, L-LH, and L-H, although they have been ig-
nored for the sake of brevity. X tones will be introduced and explained in a
later section.

2. Autosegmental Analysis

The logic of the present analysis thus far parallels Hyman's original ac-
count. The introduction of the autosegmental framework, however, makes possible
a massive clarification and simplification over Hyman's segmental analysis. Ab-
stractions and redundancies which are inseparable from the previous work, e.g.
contour tones as intermediate forms and two sources for M tones, disappear com-
pletely. 1In addition, the number of rules necessary is cut in half. Finally, a
transparent rule ordering, not at all obvious before, is discovered.

The first step in any autosegmental analysis is the rule by which tones are
associated with their tone-bearing units (TBU's). The rule adopted here differs
only minimally from the one in Goldsmith [1976].

Association rule: Associate each TBU with a single tone, one-to-one,
beginning with the leftmost TBU:
ke-f? to-kwa?ts
] i [}
I ] 5 1

i

H- HL H- L
Note that the level of association is the morpheme, i.e. that prefixes are as-
sociated separate from the roots.

Every autosegmental analysis incorporates well-formedness conditions (WFC's)
to further regulate underlying association. Some are uncontroversial, others
essential.

WPC 1: All TBU's must be associated with some tone:

ta—kwa?te

H L

WFC 2: Association lines do not cross.

Since there are no contour tones in Babanki, save for those created by vowel
elision, it is unnecessary to adopt a third (language-specific?) WFC.
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WFC 3: All tones must be associated with some TBU:

*Lo-fo
h

1)

H HL

The rules which mediate between the underlying associations and the surface
forms are of two distinct types. The first type, which includes H-bump and L-
bump, alter associations. H-bump "floats" an anchored L tone when it is pre-
ceded by an anchored H tone and followed by any tone (whether floating or an-
chored); L-bump "floats" a bracket-final anchored H tone when preceded by an
anchored L tone. The second type, which includes M-formation, X-formation, and
initial TBU lowering, changes the value of anchored tones. The two types can
be distinguished in many ways: autosegmental rules, the first type, are or-
dered first and sensitive to floating tones, tone-depressors, and tones at-
tached to segmentally-null morphemes; segmental rules are blind to information
on the autosegmental tier and only refer to adjacent information.

3. Representation of Downglide

Given the breakdown of the phonological rules into autosegmental and seg-
mental, it is possible that downglide may be stated at either of the two levels,
or, alternatively, at neither. As it turns out, attempts have been made to
claim all three positions.

Some investigators of African tones (cf. Stewart [1971]) have attempted to
group downstep and downglide together, because they both lower tones. As down-
step (in this paper) is a L tone floating between two anchored H tones, one
might suppose that downglide is an anchored L tone followed (or preceded) by a
floating L tone. There are two reasons why this is incorrect: it necessitates
a redundant LL melody, which contradicts the Obligatory Contour Principle
[Leben 1976], and it leads to contradictions in the H-bump rule which lead into
a paradox.

Alternatively, downglide could be a result of segmental rules. In fact, X-
tones, hitherto ignored, are phonetically identical, even if X-tones are re-
stricted to very few positions outside of string-final position, where they of-
ten become indistinguishable from downglide. If the X-formation rule is re-
written from lowering any anchored, bracket-final L tone preceded by an an-
chored L tone to any anchored, bracket-final L tone, the two tones can be col-
lapsed, although it overgenerates madly. Another alternative is to reorder the
rule before H-spread, which bleeds it. However, this step introduces what is
at best an opaque rule-ordering, if not an outright violation of levels, and in
addition, fails to provide the correct results.

Therefore, given the failure to provide a representation of downglide at
either the autosegmental or segmental levels of phonological representation, it
is concluded that downglide is instead to be represented as a final anchored L
tone at the phonological level, which is subsequently lowered at the phonetic
level.
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BANTU -a- : THE FAR PAST IN THE FAR PAST

John Goldsmith
University of Chicago

1. Summary of the Hypothesis

The familiar structure of the Bantu verb takes the form

Subject Tense Object Radical Extensions Final
Marker  Marker Marker Vowel

In many Bantu languages, there are one or two past tense markers of the shape
-a- . When there are two, they differ in the degree of remoteness of the

past time referred to, and they also differ in their tonal properties. In this
latter respect they may differ, in the first place, in their own inherent tonal
marking, one being High, the other Low; in addition, frequently it is found that
one (usually the Far Past) places a High tone on the next mora or else can be
analyzed as having descended from an earlier period in which that behavior could
be found.

Thus at one stage, -a- was a ''post-High' morpheme in the sense that it
placed a High on the following mora. It seems likely that this unusual behavior
was linked to its unusual phonological shape, being of the form -V-, not -CV-.
At an even earlier stage, we may hypothesize that the tone shift was due to syl-
lable merger with consequent simplification of the resultant contour tone syl-
lable:

a - CV CGa -CV CGa -CUV

VvV -
R R U B %
T

H (T) T H (T) T H (T)

(1) c

2. General Comments and Terminblogy

Correspondences to early Bantu High tone will be marked with either a High
tone or an asterisk (*) on a vowel, since it is often no longer easily identifi-
able as a High tone synchronically. In a number of cases, such as Tonga or Shi,
early Bantu High tone most clearly corresponds to Low tone.

T will use the term '"Meeussen's Rule" to refer to the rule lowering High af-
ter High [Goldsmith 1983, 1984], as in (2), and the term "plateauing", after Ha-
zel Carter, to refer to the raising of Lows between Highs, as in (3). In some
languages this is restricted to a single Low found between neighboring Highs; in
others, it applies to any sequence of Highs.

(2) Meeussen's Rule: HH -+ HL

(3) Plateau: Bounded: HL H - HH H
Unbounded: H L, H > HHj H
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If there is a post-High tense marker, in the simplest case we will find the fol-
lowing effects:

1. No contrast between the tone patterns of High and Low toned radicals
when no object markers are present, with the neutralization in favor of the
High toned pattern.

2. 1If there are Low toned object markers, the contrast. between High and
Low toned radicals will rearise after these object markers; furthermore, what
would otherwise be Low toned object markers behave High toned.

3. Luganda

In the Far Past in Luganda, the tense marker =-a- has the '"post-High" be-
havior noted above. This High placement is followed by Meeussen's Rule and
then by a rule of Unbounded Plateauing. In the example below, we see a High
tone on the first syllable of the radical for both Low tone verbs and High tone
verbts in this tense; the tone patterns of the two kinds of verbs are neutra-
lized in favor of the High tone verb pattern (examples from Hyman and Comrie
[n.d.]):

(4) Low tonme verb High tone verb
'he economized' 'he looked after’
vy a balilil a y a l&bilil a
H H

This tense actually places a High tone in addition on the extensions, associa-
ting with the 2nd mora of the stem. In the examples above, it has been sup-
pressed, since it is lowered by Meeussen's rule. It is included in the examples
below, taken from Stevick [1969]:

(5) High y a léet a y a gl leet a (circled High tones lower
tone I l by Meeussen's Rule)
stem H H
Low y a kwéek a y a gl kwéék a (Plateauing here)
tone l
stem H H H

NB: Object marker as noted, and /gu/ is underlying High; /a/ places a High
on what follows; the final H is a past tense tonal suffix.

4. Tonga

It is argued in Goldsmith [1983] that the anomalous tonal behavior of the
Recent Past in Tonga should be analyzed as a shifting of accent induced by the
Tense Marker -a- 1in the strong form of the Recent Past when it is accented.
This is schematized in (5), where the =-3- 1is the tense marker in question:

(6) E S
a

v Vv = a Vv
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The accent, symbolized as "*'", is itself realized as Low in tone generally in

Tonga. Vowels between accents are High. This is illustrated in (7), using da-
ta from H. Carter:

(7) example of tone realization from -la- tense:
* *
ba 14 ml bon a
| N ]
L H L

The unusual behavior of the Recent Past (focus on verb form) is illustrated in

(8):

(8) Recent Past (focus)
* ok

nd(i) a silika > nd(i) ka > [ndasfiikal

*
a
|

L

But if the verb stem is unaccented, then -a- 1is not followed by a High tone.
That is, it can no longer be analyzed as simply placing a High on what follows,
though this was undoubtedly the original condition (according to our hypothe-
sis):

(9

nd (i) tobel a [nd a tobei al

M — %

5. Ruri

The material discussed here on Ruri (CiRuri, closely related to Jita and
Kwaya) comes from Massamba [1982, 1983]. An underlying High is realized on the
following syllable except when it is on the penultimate syllable of the word;
in that case, it is realized on its own syllable. This is schematized in (10).
A phrase-final High tone is realized phonetically as a Rise-fall pattern spread
over the last two syllables; a High on other word-final syllables shifts to the
first syllable of the following word.

(10) * *
-a~- CV -» a - CV
For example: *
o ku sumik a 'to tie'
o ku Birim a 'to run'

In the Far Past, the Final Vowel is assigned a High tone, and both High and Low
stems act like High tone stems.
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(11) na a sumik ire "I tied' [na a sumik Yr &]
H H

na a Birim ire 'I ran' [na a Birim Yré]
H H

We cannot test further behavior in this tense with object markers because all
object markers are underlyingly High toned and remove a High tone (by Meeussen's
Rule) from an immediately following verb stem.

6. Digo
The data and much of the analysis assumed here comes from Kisseberth [1983],

although I will make a crucial assumption that is significantly at odds with
Kisseberth's proposal, as I will note below.

In Digo, a single High tone (indicated here by *) always migrates to the Fi-
nal Vowel (I will call this the End Run Rule). 1In addition, Digo manifests
Meeussen's Rule and Unbounded Plateauing (the latter blocked by depressor conso-
nants).

What if there are two High tones? There are two possible analyses: 1.
that of Kisseberth [1983], where the rightmost High shifts to the end and the
leftmost shifts rightward to the object marker or radical; 2. that the leftmost
High undergoes End Run (if Final Vowel has no High tone).

If the latter course is chosen—and this is still open to dispute, although
a good case can be made for it—then the -a- Past is another relevant case for
our hypothesis. The -a- places a High tone on the stem that follows; the Fi-
nal Vowel carries a High tone, much as in Ruri.
(12) Low-toned stem ( -tsukur- ‘'carry')

n(i)-a-tsukur-a [ na tslkir 8]
H HL

7. Rundi

In Rundi (Ki Rundi), the recent past is marked by a Low tone =-a- tense
marker and the Far Past by a High tone -a- tense marker. The Far Past marker
is followed by a -ra- Focus Marker (when focus is on the verb or the entire
verb phrase) and then by object marker(s) and the verb stem. The verb stem is
always on a High tone regardless of the lexical tone of the stem in the Far
Past, e.g.:

(13) ba-?-ra~sém-a
H

q placed there by the tense

they-past-Focus-read-Final Vowel
'they read (far past)'
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This, too, would look like a post-High placed by the Tense Marker except for
the -ra- Focus marker that is in the way. However, the Focus marker is it-
self a recent innovation shared with Kinyarwanda but no other languages (a re-
analysis of what was formerly the present tense marker, presumably). Thus the
post-High behavior of the tense marker was reanalyzed as a morphological rule
(rather than being triggered by linear position following the =-a- Tense Mar-
ker) when the Focus Marker arose as a slot in between the Tense Marker and the
Stem or Object Markers,

8. Conclusions

I have presented several sets of facts from Bantu tone systems which have
been studied in some depth over the last few years. These detailed studies per-
mit us to isolate the more puzzling synchronic characteristics, such as those
we have looked at here. I hope that these observations may call attention to
the rich prospects inherent in these materials, so that a thorough comparative
study of this and other tenses can be undertaken, a study which will provide us
with a deeper understanding of the evolution of tonal systems and, equally, with
a deeper understanding of the nature of morphemes that place tone and accent on
the following syllable ("post-accenting', "post-High'" morphemes).
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CLEFT CONSTRUCTIONS

H. F. Hailu
Howard University

1. Purpose of the Study and its Theoretical Framework

The impetus for a detailed and deeper analysis of cleft constructions came
from the revolution in linguistics. initiated by Chomsky [1957]. Since then a
considerable number of studies on various aspects of cleft constructions have
been done, e.g. Akmajian [1970], Bach [1970], Schachter [1973], Hawkins and Hy-
man [1974], Givon [1976], Simon [1982].

The purpose of this study is the analysis of the structure of cleft con-
structions in present day Ethiosemitic (ES). The approach is generative-trans-
formational. The illustrative examples will be drawn from Amharic (hereafter
Amh), primarily; citations from other ES languages may also be used for illu-
strative purposes of when the particular language shows some divergence from
Amharic.

2. Description of Cleft Clauses

Cleft and relative clauses have very similar structure. In both, the ab-
sence of a major constituent (except for the main verb) is a characteristic of
their surface structure. Both clauses are marked by a particle which we desig-
nate as rm (= relative marker); rm is prefixed to the main verb of the clause
if there is no overt auxiliary. If there is an overt auxiliary rm is prefixed
to it. In (1) and (2) below, the respective clauses are shown within labeled
brackets. The abbreviations df and dm stand for definite article and direct ob-
ject marker, respectively.

Cleft:
(1) a. [NP[SAImaZ wiyé—séddéb-ééé -w)11 [ Témari-oéé-u—ninéw]
Almaz yp-insulted-she (~him) students-pl-df-dm is-he
'it is the students that Almaz insulted'
b. [Np[sAlmaz f.t+-s8db y5-nEbbiEr(-8w)]] [ _tdmari-od&-u-n niw]
Almaz lshe-—insulting rm-was (-him)  students-pl-df-dm is-he
'it was the students that Almaz was insulting'’
Relative:
(2) a. [yplgAlmaz . yd-sdddgb-a¢c-alléw] témari-oll, ]
ﬂirm—insulted—she—them studentsi
'(the) students whom Almaz insulted’
b. [..[.Almaz @, t+-s8db-all8w, y&-nZbbAr(-u-1)] t8mari-o&]

NP SAlmaz D;he—insulting—%hem rm~was (-they-df) student-pl

' (the) students whom Almaz was insulting'
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The structural similarities between the two clause types is clearly evident
in the examples gited. Nonetheless, there are already differences in the gram-
mar of the two clause types. For example, in (1) t&mari-of¢ 1is not in the
subject NP; in (2) it is the head of NP. 1In the section on derivation below an
explanation will be given which correctly accounts for the differences.

In ES, the basic word order is
(3) scv

If V is transitive, C is an O; if V is the copula, i.e. the equivalent of be ,
then C stands for its complement ranging over NP, AP, PP, and other major gram-
matical functions.

(4) Yonas sah+n s&bbir-3 'Yonas broke a plate'
plate broke-he

(5) Yonas ta@mari naw 'Yonas is a student'
student is-he

(6) Yonas #-bet-ndw 'Yonas is at home'
at-home is-he

In constructions where the main verb is doubly transitive and VP includes
PP, word order is normally as in (7), as sentence (8) shows:

(7) S I0 DO PPV
(8) Almaz |8-t8mEri-old migib bg-mdkina lak-882
to-student-pl provisions by-car sent-she

'Almaz sent provisions to students by car'’

In matrix/simplex (hereinafter matlex) sentences in which the equivalent of the
verb be 1is main verb, a right dislocation rule, which moves the subject to the
end of the clause, may be operative. The triggering factor is TOPIC(alization)
when it is applied to (one or more combination of the major constituents of) the
subject clause or to the complement. Schematically, the dislocation rule works
as follows:

(9) TOPIC
¥
S C v
1 2 3 -
) 2 3 1

Application of rule (9) to sentences (5) and (6), results, respectively, in
(10) t8mari n3w  Yonas 'Yonas is a STUDENT'
student is-he Yonas

(11) +-bet ndw  Yonas 'Yonas is AT HOME'
at house is-he Yonas



130 Studies in African Linguistics, Supplement 9

Cleft constructions are basically sentences in which the matlex verb is the
copula. The subject is a headless clause. The targeting of the complement by
TOPIC triggers the operation of rule (9). Non-topicalized constituents, except
for the complement, are moved to the end of the sentence.

(12) a. [NP[SYonas yd-ayyd(-w)]] [, _Mary-4n n8v]
rm-saw(-he) (~him) -dm is-he
b. Mary-+n n3w Yonas y&-ayys(-w)
[from topicalizing the complement]
c. Yonas Mary-+n n&w ya-ayyd(-w) 'it is MARY that Yonas saw'

[from topicalizing the subject of
cleft clause]

As is indicated in (12), the dislocation rule (9) has various strategies
for moving (one or more constituents of) the subject clause. To incorporate
this fact, rule (9) should perhaps be reformulated as in (13) below when it is
to be applied to cleft constructions.

(13) [NP[SX v,11 cv,
12 3 4 N
a. 10 34 2
b. [/} 34 1 2

where V. is the copula, V2 is the main verb of the cleft clause (hereinafter
cleft verb) and X ranges oOver the other major constituents of the cleft clause,
either singly or in combination. Thus, (12a) is a result of TOPIC ranging over
X; (12b) is a result of TOPIC ranging over the C, the focus constituent. Thus
in ES the focus and the topic constituents need not be the same. Whichever
strategy is used, the cleft verb is moved and placed at the end of the result-
ing structure.

3. Control of Concord in Cleft Constructions

In all other constructions in which the verb is finite, the subject con-
trols agreement on its clause-mate verb. 1In cleft constructions, the situation
is a little more complex. The subject of a cleft sentence is a headless, non-
adjectival clause (see Palmer [1962], Abraham and Hailu [1966], Gragg [1972],
and Hailu [1972] for other views of the structure of cleft clause in ES). As a
result we may find the cleft clause controlling agreement on the copula. In
such cases, irrespective of the person, gender, and number of the major constit-
uents of the cleft sentence, and provided the missing constituent is not the
subject of the cleft verb, the copula may be marked for agreement with 3 msg (in
Tny), and has to be so marked in other ES languages, e.g. Kistaninya (Kist) and
Amh.

(14) Tny: nthna @ z+-r+? na (-yo,-ya) nié-Abrshdt iyyu
we rm-saw-we {(-him,-her) dm- is-he

(15) Amh: tifla § yd-ayyd-n(-8w,-at)  Abrdh&t-+n niw
we rm~-saw-we (-him,-her) -dm is-he
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(16) Kist: +Ana @ y8-azz8-nd (-4nn,-4nna) y&-Abr¥h&t-+n
we rm-saw-we (~him,-her) dm : -is-he

All three sentences mean 'it is Abrahat that we saw'. If, however, the comple-
ment is nominative (Nom), the missing constituent in the cleft clause is the
subject of the cleft clause. 1In all such constructions there is person, gen-
der, and number agreement among the cleft verb, the complement and the copula.

(17) Awh: @ Almaz-#n yd-ayyd-n(-at,-*&w) +Afa n#n (*n8w)
Almaz-dm rm—saw—we(~her,-*him) we are-we (*is-he)

(18) Kist: @ yd-Almaz y&-a?%8-nd(-inna,-*+nn) +afa ndnd  (*-n)
dm-Almaz rm—saw—we'(—her,—*him) we are-we (*is-he)

(19) Tay: @ ni-Almaz zé-ri?-nal-lyya,-*1yyo) n+hnd ina (¥-iyyu)
dm-Almaz rm-saw-we(-her,-*him) we are-we (*is-he)

'it is us who saw Almaz'

Again, rule (13) with its strategies may apply. The dislocation rule has no ef-
fect on agreement. The rules of agreement may be summarized as follows:

A. If complement is non-Nom
(i) in all ES copula is 3 msg (see (14-16))

(ii) in Tny, alternatively, subject of cleft clause may control agreement
on copula. Compare (20) below with (14).

(20) n+hnd z4-r+7-na {(-yo,-ya) n+-Abrahat ina
we rm-saw-we (-him,-her) dm-Abrahat are-we

'it is Abrahat that we saw'

B. With respect to the recalling of a missing DO or IO in the cleft clause,
the pragmatics of the discourse context plays a decisive role. Consider
the following:

(21) a. +nfia yd-matta-n-at Almaz-+n naw 'it is Almaz that we hit'
we rm-hit-we-her Almaz-dm is-he
b. +Afa yd-mdtta-n-&w Almazin ndw
-him

In sentence (2la) the presupposition is that some female was hit. Imn (21b)
the object suffix =-&w 'him' attached to y&-mdtta-n 'that we hit' reflects
the presupposition that some hitting took place, and in ES an unspecified NP is
marked as 3 msg. N

The same kind of consideration accounts for the two modes of formulation of
cleft sentences in which the complement is in an IO case. Thus, for instance,
in the cleft clause (22a), the presupposition is that the book was given to
some female; in (22b) the presupposition is simply that someone was given a
book.
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(22) a. +#ne mds'haf-u-n y&-sgt't's-hu-at 18-Almaz néw

I  book-the-dm rm-gave-I -her to-Almaz is-he
b. +ne mds'haf-u-n y&-s&t't's-hu-t 18-Almaz ndw’
’ ’ -him

'it is to Almaz that I gave the book'

In contrast to the cleft clause, the relative clause, being a modifier or
adjectival, forms a unitary major grammatical category with its head. As such,
the grammar does not allow the removal of any material out of the NP of which
it is a part.

The derivation of cleft and relative clauses in ES that we suggest is rough-
ly represented by (23) and (24) respectively (cf. Schachter [1973], Gragg
[1972], Hailu [1972]).

(23) S (24) NP
- N L
NP VP S NP,
l /-\ /\ 1
S C, \ Comp S
i 1
| (rm)
Comp S1 Copula
(rm) cNPLLLLV
BN A
i

In (23) @, represents a gap (absence of information) which is interpreted as be-
ing filleé by the complement both in terms of grammatical category/relation and
in terms of reference. S, , in structures like (23), represents an underlying
structure for cleft clauses and cannot have a modifier function. Additionally,
no material is extracted from it, for the candidate for extraction is phonolog-
ically null. 1In (24), on the other hand, S, is a modifier, hence a relative
clause. The inner NP, upon deletion leaves, except under specifiable conditions,
a resumptive suffix pronoun reflecting its grammatical function in Sl' To il-
lustrate, we represent (25) and (26) as in (27) and (28) respectively.

(25) Kist: Almaz ¢ yd-alldf-8tt b&d-mdkina-+n 'it is by car that Almaz left'
rm-left -she by-car -is-he
(26) Amh: Yonas @ y&-agdbba-at set+yyo 'the woman who(m) Yonas

rm-married-he-her woman married'
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(27) S

VP

=4
a~]
<
el
Lav]
=1
g

PPi v
| 1
ya Almaz @ al |58t bg - mikina +n
(28) NP
s NP,
/\l i
of P
N R
NP, v
[ I
Yonas settyyo agdbba settiyo

4. Conclusion

To summarize, a cleft clause is characterized by a configuration which is
much like that of a sentential complement governed (by the equivalent of) the
complement ''that" with no head; the only formal difference is that there is an
obligatory absence of a major category/grammatical relation in the underlying
source of a cleft clause. The presence of a gap or an empty category gives it
the appearance of a relative clause. The non-existence of a head relates it to
a sentential subject complement.
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SOME SYLLABLE STRUCTURE BASED RULES
OF TUNISIAN ARABIC

Hafedh Halila
University of Southern California

The title of this presentation refers to my ongoing investigation of the
morphemic variations exhibited by surface forms of Tunisian Arabic (TA). For
the purpose of this presentation I will focus on variations in the feminine pos-
sessive forms and propose an analysis of these forms using the notion of extra-
metricality [Hayes] 1982]. 1 will first present some general properties of a
model for the morphology and phonology of TA. Given the space and time limita-
tions on this presentation, these properties will be treated as assumptions.
Then I will present three different possible analyses of the feminine possessive

forms and argue for the one based on the above assumptions and using the notion
of extrametricality.

1. Morphology and Phonology of Tunisian Arabic

TA differs from other dialects of Arabic in that it allows a wide range of
surface syllable structures and surface clusters of up to three consonants.
Syllabification and syllable structure in TA can be captured straightforwardly
through a multiple template approach 3 la Clements and Keyser [1983], subject to
certain Negative Syllable Structure Constraints. Some of these constraints are
given in (1).

(1) a. *[Occv..
b. *[ _..vcce
a

c. *[O..vvcc
*

d. [GC]
*

e. [UV]

Furthermore, I assume that morphological processes in TA are of at least two
types. The first type is lexical and involves the formation of lexical items
and syntactic categories of the X°_type (all references to syntactic categories
will be given in the framework of X theory). This includes categories such as
verbs, adjectives, adverbs, masculine and feminine nouns, their dual and plural
forms, etc. These formation processes procede by prosodic derivational tem-
plates arranging the distribution of consonants and vowels, in pretty much the
same way proposed by McCarthy [1981] for Classical Arabic. These templates rep-
resent the underlying representations and may differ from the actual surface
forms.

The second type of morphological processes is a different sort of word for-
mation which takes place at the phrase level. It involves suffixation, prefixa-
tion, compounding and cliticization. Crucially, these processes depend on in-
formation from the_syntax. They operate on X° categories within larger categor-
ies, namely X and X categories. These morphosyntactic processes take place post-
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lexically through the operation of morphological and phonological rules. The
overall picture of the model that is being proposed here for the morphology and
phonology of TA is shown in (2).

(2) non-derived
lexical items root morphemes

Lexical Under-

X + v
lying Represen-
tations syntactic mor- derivational templates
phemes
¥ ¥
-

syntax = cliticization

lexical insertion

¥
Postlexical level phonological and
morphonemic rules

+

y

The morphonemic alternations in TA argue in favor of such a model. In par-
ticular, tests of stress assignment and the internal structure of cliticized
forms show that it is less redundant to have phoﬁological rules and morphonemic
rules apply postlexically. Since these rules are sensitive to syllable struc-
ture and also affect syllable structures, I will assume that syllabification ap-
plies before and after the application of each rule.

Before we move on to the analysis of the feminine possessive forms, we need
to point out two major morphonemic rules in TA. The first striking characteris-
tic of surface forms in TA is the presence of a vowel alternation between 'meu-
tral" forms and suffixed forms. Wise [1983] accounts for these alternatiomns by
a rule of posttonic vowel truncation which accounts for the alternations in (3),
and a rule of metathesis which accounts for the alternations in (4).

(3) yhalit 'wrong (masc.)' yéalta 'wrong (fem.)'
méxzin 'storage room' méxznii 'my storage room'

(4) shén 'a plate' . shénna 'our plate' safinii 'my plate'
Shar 'a month' L&hriin 'two months'

In Wise's analysis, the feminine form and the possessive form in (3) are derived
from the masculine and 'neutral" forms, respectively, through the operation of
suffixation and rule (5).

(5) Short Vowel Deletion
V> g/Cc cv

Rule (5) is in fact a reflex of a general surface constraint in TA which disal-
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lows sequences of open light syllables. The analysis of the feminine possess-
ive forms below will argue for a different statement of the same rule.

As for the forms in (4), Wise proposes the following metathesis rule:
EY: {s
# CCVCH#V # } CVCCV

We will show subsequently that rule (6) is also a reflex of the same rule of
short vowel deletion.

The last rule to be mentioned is that of i-epenthesis which is quite com-
mon in other dialects of Arabic. In TA, i-epenthesis is a consequence of syl-
labification rules and the Negative Syllable Structure Constraints. An epen-
thetic 1 1is inserted before a segment left stranded by syllabification.

C

@ ¢ ~ i/ { o } where C does not belong to a o .

(7) must follow all the other rules discussed so far but must apply before
stress assignment.

2. An Analysis of the Possessive of Feminine Nouns -

The possessive forms of feminine nouns in TA present an interesting prob-
lem. In these forms, a [t] which does not appear in the citation forms of
these nouns surfaces when possessive suffixes are added to feminine nouns or in
the genitive constructions with feminine nouns, as shown in (8) and (9).

(8) Possessives of feminine nouns

a. bdgra ' cow' bagrt i 'my cow' bégritna 'our cow'

b. kruuma "neck' krulmt ik 'your neck’' kruum?tkum 'your (pl) neck'
c. kiima 'word' kilmtu 'his word' kilmfthum '"their word'

d. min¥fa 'towel' man¥afti 'my towel' man&fitna 'our towel'

(N.B. The vowel final possessive suffixes in (8 a,c,d) have underlying long
vowels which surface as short ones).

(9) Genitive constructions with feminine nouns

a. bagrit mahmuud "Mafimuud's cow'
b. mandaft Rammaam 'a bath towel'

Notice also the vowel alternations in the above forms. The final vowel of the
unsuffixed forms drops when a suffix is added and an | appears in its position
in the plural forms. In (8d), another vowel alternation involving a 1is pres-
ent.

By contrast, masculine nouns do not have [t] in their poséessive forms
but exhibit the same type of vowel alternation.
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(10) Possessives of masculine nouns

a. k&lb 'dog" kdlb!  'my dog' k& [bna ‘our dog'
b. tmar 'dates' tédmru 'his dates' ~ tmarhum 'their dates'

The question now is how to analyse this [t] in the feminine possessive forms
and how to account for the vowel alternations in the stems and possessive suf-
fixes.

One possible analysis is to assume that the ending of feminine nouns takes
three different surface forms:

-3 before a pause

-t before vowel initial suffixes and in genitive constructions

-it before consonant initial suffixes.

In fact, this analysis was proposed by Wise [1983]. But it can easily be shown

that even within the framework proposed by Wise, this analysis gives the wrong
results. Consider the derivation of [manf4dfti] 'my towel' and [mérti] 'my

wife', as given in (11), using the metathesis rule proposed by Wise.

(11) /mandf + it + 11/ and /mro+ it 4+ Qi/
metathesis mansiftii mirtii
output *man¥ffti *mirti

The above analysis is missing a generalization about endings of feminine nouns
in TA and particularly fails to recognize that the i 1in the feminine ending
[-it] is the result of i-epenthesis.

The second possible analysis of the possessives of feminine nouns is based
on diachronic considerations. In Classical Arabic, feminine nouns end in
[-at] . This final +t appears in all of the regular morphological derivations
involving feminines in Classical Arabic, such as the dual forms and the regular
plurals. If we assume that TA, in its diachronic changes, has kept basically
the same derivational templates of Classical Arabic, then we should expect the
final [t] to appear in the dual forms and plurals of feminine nouns in TA.
This is the case as shown in (12). The dual is derived by adding the suffix
[-iin] to the singular and the plural by lengthening the vowel of the final
syllable.

(12) a. Dual of feminine nouns b. Plural of feminine nouns

bagrtiin '2 cows' bagraat 'cows'
man$aftiin  '2 towels' mnaasif 'towels'
man$faat 'towels' (marginally
acceptable)

The evidence in (12) can be taken in favor of an analysis which assumes that
a reanalysis of the possessive forms of Classical Arabic has happened which re-
sulted in the [-t] of the feminine being analyzed as part of the possessive
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suffixes and dual suffixes. Consequently, TA ends up having two classes of
possessive suffixes. One class is added to consonant final nouns and another
one, having [t] as initial consonant, is added to the feminine nouns ending
in [a]

To test this hypothesis, we will consider the derivation of [mand4fti]
'my towel' and of [mandfitna] 'our towel'.

(13) /manéfa + tii/ /manéfa + tnaa/
metathesis NA NA
rule (5) NA NA
i—epenthesis NA NA
output manddfti *manéfatna

The possible analyses proposed above, besides leading to wrong surface
forms, fail to capture the generalizations that we proposed for underlying and
surface forms of TA. In what follows, I would like to propose an analysis which
considers the alternations exhibited by the possessive of feminine nouns as part
of the general morphonemic variations associated with suffixation and cliticiza-
tion in TA. More specifically, I propose to characterize this funny final [t]
as extrametrical, where by extrametrical I mean peripheral. For the purpose of
this analysis, I keep the assumption that the lexicon in TA contains the core
templates of masculine and feminine nouns. The templates of feminine nouns end-
ing in [a] end in an extrametrical [t] . This [t] 1is peripheral and lies
outside the core template and therefore can join any clitic suffix subject to
syllabification postlexically. It ceases to be peripheral when a vowel initial
suffix is added. Because of (1d), it must syllabify with it. But crucially it
cannot join the coda of the preceding syllable in the core template.

Furthermore, if we assume that TA has kept the same derivational templates
as Classical Arabic and that these templates are entered in the lexicon as un-.
derlying representations, vowel alternation can be accounted for by reconstruct-
ing the alternating vowel in the underlying representations of the forms which
exhibit morphonemic vowel alternation. Consequently, we may find sequences of
light open syllables in underlying representations and surface consonant clus-
ters are created through the operation of the short vowel deletion rule. How-
ever, we need to reformulate rule (5) as rule (14).

(14) Short Vowel Deletion
g g

N A
V. o> @/ Cc _ (C)ev(c) Left to Right iterative.

Rule (14) scans the relevant domains from left to right and applies iteratively
whenever its environment is met. Being a postlexical rule, it cannot have ac-

cess to the internal structure of the lexical word unless an element of the lex-
ical word is included in its environment. The crucial examples for this analy-
sis are words with surface clusters of three consonants. Again, the derivation
of '"my towel' is given in the left hand column of (15) and that of 'our towel'

in the right hand column. The square brackets labeled LW mark the boundaries of
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the lexical word and those labeled PLW delimit the boundaries of the postlexi-
cal word. The horizontal lines mark the domain of application of rule (14).

AS)  [ppylyy mandafal tii] [prwlyy mandafal tnaal
AARA ARR A
[ mansafatii, 1 Rule (14) | manafatnaa ]
PLW PLW LT__J
| |
¢ /.
)
NA Rule (7) i
mangdfti Output man¥fftna
'my towel’ 'our towel'

Notice that in the derivation of 'my towel' rule (14) cannot delete the a of
/-%a-/ because it does not have access to the lexical word. It must scan ele-
ments from the derived environment so that its application is triggered.

3. Conclusion.

In this presentation then, I have presented an anlysis of the possessive of
feminine nouns which fits into the overall model proposed for the phonology and
morphology of TA. I have shown that by making certain minimal assumptions about
the nature and properties of the underlying representations in TA, which are in-
dependently justified elsewhere in the grammar, we are able to account for the
morphonemic alternations of the possessives of feminine nouns in a simplified
and unified manner. Moreover, I have presented evidence against the existence
of a metathesis rule [Wise 1983] and shown how the notion of extrametricality
can be used to characterize the [t] of the feminine forms.
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THE ARABIC DOUBLED VERB CONSPIRACY AND MORPHEME INVARIANCE

Grover Hudson
Michigan State University

1. Introduction

This paper is an argument for the true generalization condition [Hooper
1976:13]. It deals with the basic facts of Arabic so-called "doubled verbs"
(roots of the pattern 122), comparing an "autosegmental' grammar with one gov-
erned by the condition to show the superiority of the latter with regard to
these facts. Another purpose is to argue against unprincipled grammatical the-
ories in general.

Principled grammatical theories are those governed by objectively applic-
able, empirical principles. Not among these are informal, subjectively inter-
preted principles such as Postal's [1968:56] "naturalness condition": '"the re-
lation between phonological and phonetic structure is a natural one.'" A prefer-
ence for "naturalness', so defined, is as helpful as a similarly defined prefer-
ence for "abstractness", or "concreteness'. Such preferences for grammars is
not helpful because it is obvious.that languages have both natural and unnatural
and abstract and concrete aspects. As linguists we would agree that language 1is
so important to knowledge, and understanding the structure of language so impor-
tant to human understanding in general, that the meanings of words like "natur-
al", "concrete'", and "abstract' are bound to be profoundly affected by whatever
understanding we achieve of language, both as a social institution and a cogni-
tive structure.

Nor are would-be formal principles of languages helpful if they lack empiri-
cal applicability, for example, those which merely declare something to be
"costly" rather than to exclude it, such as Kiparsky's 1974 [1968] "alternation
condition". There is inflation in linguistics as in economics. It does no good
to have a constraint on rules unless you have a constraint on lexical entries,
nor to have a constraint on lexical entries unless you have one on rules. It
doesn't do any good to claim, for example, that the feature SYLLABIC is autoseg-
mental and then allow ad hoc exceptions to the claim.

My claim, which I believe is the essence if not the totality of the true
generalization condition, is that rules don't change, move, or delete features
or segments. This is not entirely consistent with Vennemann's or Hooper's prac-
tice in their work on "natural generative phonology'.

2. Arabic Doubled Verbs

The Arabic doubled verbs illustrate a little conspiracy against certain se-
quences of like consonants separated by a short vowel. Two alternations take
place in fulfillment of the conspiracy:

(1) a. samm-z "he poisoned' (¥*samam-a ; cf. katab-a 'he wrote')

b. ya-summ-u 'he poisons' (*ya-smum—u ; cf. ya-ktub-u 'he writes')
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b. Jarr-a 'he pulled’ (*Yarar-a ; cf. katab-a )

c. vya-Jurr-u  'he pulls' (*ya—jrur—u ; cf. vya-ktub-u )

The first alternation is the presence and absence of a second vowel in the
stem of form I perfects. The 3m.sg. form I perfect of smm 'poison' is
samm-a , not samam-a , which is the pattern of the regular verb roots such as
ktb 'write', i.e. katab-a . The second alternation is in the left-to-right
arrangement of the second consonant of the root and the vowel of the form I im-
perfect stem. The 3m.sg. form T imperfect of smm is ya-summ-u , not
ya-smum-u , which is the pattern of the regular verbs, e.g. vya-ktub-u . These
distinguishing characteristics of the doubled verbs appear in other forms which,
like the 3m.sg., have vowel-initial suffixes.

The doubled verb alternations are not unusual. They, like the pronunciation
prab'ly for probably and the inspiration for tongue twisters like rubber baby
buggy bumpers, are owed to the physiological complexity in repeating like conso-
nants separated by only a short or unstressed vowel.

3. Two Analyses of the Doubled Verb Conspiracy

The tradition of generative grammar is to think of these alternations of
form in the perfect and imperfect stems as owed to transformations of the stem-
pattern of the regular verbs. This is the approach of the autosegmental analy-
sis of Arabic verb morphology by John McCarthy [1982], In this analysis, the
stem of a verb is the tier of consonants and vowels or of the feature SYLLABIC.
Input to the autosegmental derivation of the form I perfect and imperfect stems
katab/ktub are the following: the root tier ktb (said to be all the features
of  ktb 1less SYLLABIC); the vowel tiers a perfect/ u imperfect; and the 'tem-
plate™ tiers for CVCVC/CCVC, consisting of the feature SYLLABIC only. This is
shown in (2).

(2) Perfect I Imperfect I
ktb - ktb ktb  ~» ktb
/N [\
CVCvCe CYCVC CCVC CCVC
e J/
a a u u

The root tier ktb associates appropriately with the Cs of the template tier ac-—
cording to the autosegmental convention of grammar of "left-to-right" associa-
tion. The single vowel of the vowel tier replicates by another convention.

The doubled verb conspiracy is expressed by McCarthy [1982:399] as rule (3).
This is effectively a collapsing of a metathesis and a deletion rule. This is
not obvious since rule (3) is unprecedented in form and effect.

3) 1 2345
<U> CVCV > 1 <3> 245
a b
X
o

Condition: a> Vv b
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Interpretation of the angle brackets requires the subscripts a and b and the
footnote to the rule. 1In the perfect, where a occurs, b is deleted. In the
imperfect, where a doesn't occur, b does (contradicting_fhe usual interpreta-
tion of angle brackets), but then b (that is, 3) inverts with 2. The alpha,
with its lines, is said to provide that the affected consonants are like conso-
nants, and the X that the left-most consonant is unlike these—that is, the

rule affects a doubled verb.

I suggest that this rule doesn't provide a very revealing account of the
doubled verb conspiracy. It seems strictly ad hoc. 1It's unusualness, consider-
ing that the doubled verb alternations are quite reasonable from the point of
view of articulatory phonetics, may reasonably be an argument against the auto-
segmental analysis of which it is a part. An alternative understanding, which
makes reference to the explanation mentioned, is the negative condition (4).
Presumably at first purely phonological, this condition is now (I think) mor-
phologized by the boundary.

(4) * {X} AR
o

In (5) are shown the non-transformational observationally valid rules of Ar-
abic for expanding roots as stems of the perfect and imperfect. Note the
straightforward relation of association between input and output consonants in

(5).

(5) a. CCC - CaC(a)C / perfect T (i.e. smm > sam(a)m )

b. CCC -» C-C,u-C / imperfect I (i.e. smm > s-m,u-m )

The left-to-right order of input consonants is necessarily preserved in the out-
put, a necessity which follows from the true generalization condition prohibi-
tion of movement rules.

Perhaps the main argument given by McCarthy [1982:375] for the autosegmental
analysis of Arabic root and pattern morphology is that in the usual transforma-
tional grammar all the input and output consonants in rules like (5) must be in-
dexed, so that, assuming always the possibility of movement, these can be
matched up correctly. The autosegmental grammar solves this problem with its
convention of left-to-right association. According to the true generalization
condition this is a principle of analysis: movement rules are prohibited as vi-
olations of the condition.

The second thing to notice about the rules (5) is the parentheses in the
rule for the perfect stem. This is traditional in interpretation: the paren-—
thesized vowel may or may not appear—this is the vowel absent in doubled verbs
when a vowel-initial suffix follows. Finally notice the hyphens and comma in
the rule for the imperfect stem. This notation abstracts invariant linearity
from this stem. It expresses the possibility that the segments between the hy-
phens may or may not occur in the left-to-right order given. These are the seg-
ments which vary linearity in doubled verbs.

The parenthesis and comma-hyphen notations interact with the nega ve condi-
tion (4), the explanatory generalization over the doubled-verb alternations, to
provide the correct outputs of doubled verbs. The necessary implication of (4),
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given the variable outputs from (5) provided by these notations, is the expres-
sion of the doubled verb conspiracy. This is shown in (6):

(6) a. sam(a)m] a = sammla by (4), otherwise, e.g. katabla

b. ya-s-m,u-m] u - yasummlu by (4), otherwise, e.g. ya-ktublu

Since each of the rules of (5) provide two possibilities, and according to rule
(4) one of these is impossible for the doubled verbs, it follows deductively
that the doubled verbs take their allowed form. By a general convention of the
grammar—effectively proper inclusion precedence [Sanders 1974]—the other,
regular, verbs are considered to take the other form of the alternatives provid-
ed by (5).

The statement of the facts of Arabic (4) and (5), with the prohibition of
movement and deletion rules following from the true generalization condition,
are a principled and explanatory understanding of the doubled verb comnspiracy.
The analysis (3), by contrast, is just a description, and not a very clear or
interesting one at that.

4. Other Evidence: a Language Game

After the oral presentation of this paper Bruce Hayes reminded me of an ar-
gument given by McCarthy in a footnote (p. 396). 1In the autosegmental grammar
the doubled verbs may be treated as biliterals, e.g. sm rather than smm ,
since by the left-to-right convention CaCC would be completed as samC , and by
the convention for associating a remaining C or V on the CV tier (p. 382), this
would become, correctly, samm . This approach is said to follow from the
"obligatory contour principle" (p. 383) according to which identical adjacent
segments of a tier are disfavored (not disallowed). McCarthy suggests (p. 396)
that this prejudice against identical adjacent segments in a tier explains the
limitations of Arabic root structure discovered by Greenberg [1950], e.g. *smm,
but in fact these are diverse, extending well beyond any simple prohibition of
identical adjacent segments on an autosegmental tier (for some discussion see
Lightner [1973]).

The argument for biliteral doubled verbs is found in an Arabic language
game, in which ktb can be realized variously as tkb , btk , etc., but the
doubled verb hll only as Ihh . This follows from lexical f{l , permuted as
Ih , which forms the correct stem lahh . But these same facts follow very rea-
sonably in the principled grammar of (5) given hll , since this could be per-
muted by the game rule as |hl and |[Ih , but neither of these patterns
(C1C2C1 and C1C1C2) are generally found as Arabic roots; the latter never, the
former only rarely [Greenberg 1950]. They may be considered systematically dis-
favored. But if we assume that, in the game, doubled verbs are retained as dou-
bled verbs, the impass is avoided by the game pronunciation I|hh .

Notice that on this analysis movement DOES occur (in the conversion of ktb
to tkb , etc.), but in the game lexicon, not in derivations. This is what is
significant about language GAMES—they do things not possible in grammars but
still in linguistically principled ways. Here the game violates the true gener-
alization condition, but only as in a sound change (metathesis), not as syn-
chronic movement. In the autosegmental-transformational theory, on the other
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hand, movement is possible anywhere (cf. McCarthy's metathesis-derivation of
form VIII, p. 390), so the fact that the language game allows this only in the
lexicon would not be predicted. It happens that the autosegmental grammar han-
dles the language game facts, but so does the non-transformational grammar, and
only the latter does it in a fully principled way.
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WH-MOVEMENT AND RELATIVIZATION IN TWO CREOLE LANGUAGES:
CAPE VERDEAN (CV) AND HAITIAN (H)

John P. Hutchison
Boston University

1. Introduction

The structural similarities between WH-question formation and relative
clause formation (and the often related cleft, pseudo-cleft, and embedded ques-
tion constructions) have been observed with regard to many languages. In cleft
constructions, a left focussed constituent is followed by a clause bearing a
syntactic resemblance to the relative clause construction in a significant num-
ber of languages. Givon [1979:217-218] explains this by suggesting that the
cleft structure arose diachromically as a result of tacking the presupposed rel-
ative clause portion onto the focussed constituent as an afterthought, paratac-
tic construction.

The languages here under comsideration attest these paratactic RC-like
structures, for many NP positions, under questioning and relativization. Thus
the RC-like embedded S may be characteristic of the WH-question, the RC con-
struction, the embedded WH-question, and the cleft and pseudo-cleft construc-
tions. The similarities are indeed apparent from the following data set. Here
the CV COMP K| is shown in capital letters, as is the H DET LA , the latter
being shown without its usual phomological assimilation. CV precedes H.

(1) WH-QUESTION

(ki) kuz(-e) Kl bu kre? 'what do you want?'
WH thing COP COMP 2S want

(ki) sa u te adte LA? 'what did you buy?'
WH that 2S PST buy DET
(2) RESTRICTIVE RELATIVE CLAUSE

kel kumida Kl bu kre e  kacupa 'the food that you want is kacupa'
the food COMP 2S want COP

m we liv you Te a3te LA '1 saw the books that you bought'
1S see book PL 2S PST buy DET
(3) EMBEDDED WH-QUESTION

n ka sabe (ki) kuz-e Kl bu kre 'T don't know what you want'
1S NEG know WH thing COP COMP 2S want

m pa kon ki sa u te aSte LA 'T don't know what you want'
1S NEG know WH that 2S PST buy DET

(4) CLEFT

e kumida KI bu kre 'it's food that you want'
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se liv u te aSte LA 'it's a book that you bought'

(5) PSEUDO-CLEFT/FREE RELATIVE

kuza Kl n kre e kumida 'what I want is food'

sa u te adte (LA) bo 'what you bought is good'
In addition to marking the RC-like structures of (1-5), both the CV COMP Kl
and the H DET LA play important roles in their respective systems of comple-

mentation, as shown in (6-7).

(6) NP COMPLEMENTATION

vini | vini (LA) neve m 'the fact that he arrived upset me'

(7) VP COMPLEMENTATION (that-S)

n fra-| Kl-el ten ki bai 'T told him that he must go'
1S tell him COMP he must go
m te di i te vini (LA) 'I said that he had come'

1S PST say he PST come DET

H LA may be optional in embedded S-final position both in WH-questions and in
examples like (6-7). Lefebvre [1982:46] is the only author to describe the pre-
suppositional role played by LA in the S-final position. Indeed there is an
expectation, or the presupposition, that the COMP-S will be or has been realized
when the LA occurs.

2. WH-Questions in CV and H.

In both languages, the questioning of subject, direct object, and also indi-
rect object NPs involve a gapping strategy. Both have obligatorily dative-
shifted indirect objects which take no adpositional marking either in declara-
tives or when questioned or relativized. In H, when the subject is either
questioned or relativized, ki occurs obligatorily in subject position inm the
stead of the questioned or relativized subject NP constituent. In its relative
use, Hall [1979:49] referred to this ki as a relative pronoun which is the
subject of the embedded clause.

In (9), in the presence of the full analytic CV WH form Ki kuza , with or
without the copula, the COMP Kl 1is obligatory. When the reanalyzed kuze
with apparently accreted copula is used, the COMP K| is then optional. The
obligatory use of the COMP K| in the presence of the WH-word K| suggests
that a RC is involved since in all RCs the COMP K| is obligatory. However,
whether or not kuza 'thing' is the head of the RC or whether the RC structure
is a paratactic free appositive RC of the type proposed by Givon is unclear.
This is due in part to the freedom to delete or omit the copula and the freedom
of movement of the copula in these questions, as in clefts and pseudo-clefts,
and also due to the ongoing processes of reanalysis and natural change in creole
languages. The following are WH-questions on major NP positionms.
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(8) ken(-e) KI ben? ki mun ki te wvini LA?
who COP COMP come WH-person SUB PST come DET
'who came?' 'who came?'
*ken (e) ben? *ki mun te vini (LA)?

(9) ki kuz -e Kl bu ta faze? ki sa u ap fe LA?
WH thing COP COMP 2S PRG do WH-thing 2S PRG do DET
'what are you doing?' 'what are you doing?’
*ki kuze bu kre? *ki sa ki u ap fe LA?

It is possible that the structure involved in (9) is comparable to that of Igbo
WH-questions as analyzed by Goldsmith [1981]. He treats such structures as the
verbless juxtaposition of a WH-word and a RC. Thus for (9), 'what is the thing
that you are doing?' rather than 'which thing is it that you are doing?' If
this is the underlying structure of the CV example then it does not represent a
case of WH-movement. In the alternative structures without the COMP Kl in CV,
WH-movement to initial position is obligatory, and the in situ WH-question is
unacceptable in all cases. This suggests that WH-movement is becoming obliga-
tory for the set of reanalyzed WH-words in CV.

In oblique WH-questions, a preposition is required if one is also required
in its unquestioned form. For many temporals and locatives prepositions are not
necessary in either case.

(10) ku kuza(-e Ki) n ta korta pon?/kuza(-e) Kl n ta korta pon ku el?

'with what am I going to cut the bread?'

(11) ak ki sa m pral kupe p& LA?/*ki sa m pral kupe p& ak (i) LA?

'with what am I going to cut the bread?’

3. Relative Clause Formation Strategies in CV and H

In all CV relative clauses, the COMP K| is obligatorily preposed to the
RC. In H, LA is obligatorily postposed to the RC. Similarly the formation
strategies for the two languages match within the RC, differing only with regard
to subject relativization, Haitian having the relative pronoun-like K| in sub-
ject NP position within the RC, CV having a gap since CV K| is here analyzed
as a non-WH COMP element. Indirect object relativization also differs among the
two in that in CV a resumptive pronoun may occur obligatorily in data-shifted po-
sition, whereas in Haitian only the gapping strategy is used. Both languages
use resumptive pronoun strategies for all prepositionally marked oblique NPs and
for genitives.

(12) MAJOR NP RELATIVIZATION
kel omi K| bai 'the man who went'
kel omi KI n oja 'the man that I saw’

mun LA ki te vini LA "the person who had come'
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tab LA m te aSte LA 'the table that I bought'

(13) OBLIQUE NP RELATIVIZATION
kel omi Kl n papia ku el 'the man with whom I talked'

*kel omi ku el n papia/
*kel omi ku KI n papia

kel omi Kl-es oja se muje 'the man whose wife they saw'
gez yo sfta su yo LA 'the chairs on which they sat'
gy& m te kase pat |i LA 'the dog whose leg I broke'

4, The Haitian NP

The word order of the Haitian noun phrase constitutes a typological anomaly.
This anomaly is at the root of noun phrase complementation and the structure of
the complex NP of the language, in all of the forms here under consideration.

In Haitian, all of the definitizing and deictic/anaphoric elements of the deter-
miner system are postposed. Thus the genitive determiners, demonstratives, the
definite article LA , and RCs all follow the head noun. Modifying preposition-
al phrases also follow the head. All quantifiers and adjectives however pre-
cede the head N. It is the DET LA which has been observed in its role in the
NP and VP complementation systems. Hall [1964:32] describes LA as the "Deter-
minant, or 'definite article', which serves to make a nominal phrase out of any
phrase to which it is added, and makes it refer to a specific thing or things,
acting as a 'nominalizer'." Hall thus captured the role of LA 1in relation to
the embedded S.

The distribution of LA in embedded S-final position indicates that it has
been reanalyzed as more than a simple DET. 1In the literature there has been
significant disagreement on how the determiner LA should be treated. Differ-
ent understandings of the role of DET LA in relation to the relative and non-
relative embedded S are the reason. Lefebvre [1982:174] states, '"We should re-
member that LA is obligatory in the environment of a restrictive RC, and that
the presence of LA in this environment is essentially deictic." She com-
pletes her analysis of LA by ranking it together with the S-initial COMP po-
sition, as a "DET of S" [1982:46].

If COMP can evolve from a DET, then any language with postposed DETs is a
candidate for having a postposed CCMP, H would certainly not be unique in having
a COMP which has evolved from a DET. Indeed, other creole and non-creole lan-
guages demonstrate comparable characteristics. Sankoff [1981:32] reports on the
evolving Tok Pisin relativizer ia , whose development she has traced from a
place adverb (from the English 'here'), through demonstrative or deictic, to
relative marker. She argues that Tok Pisin uses ia on either side of the RC
to syntactically bracket the RC as a step toward the syntacticization of embed-
ding. T would instead interpret the Tok Pisin structures as instances of a RC
construction with a definite head noun marked by the postposed DET ia , fol-
lowed by the RC also marked by 1ia in its COMP function.
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5. Conclusions

It has been observed that in CV and H, WH questions typically have more
than one strategy: the clefted strategy in which the COMP element K| and the
H DET cum COMP LA are used, and the non-clefted strategy in which these COMP-
elements are absent. Further, for many positions, the WH-question strategies
do not match those of their relative counterparts. The H WH-questions on prepo-
sitional NP positions do not allow the resumptive PRO strategy of their in situ
relative counterparts. Instead they require fronting of the entire WH phrase
with preposition and no possibility of stranding a preposition. Questioning the
same positions in CV, we observe either the same WH-fronting strategy as in Hai-
tian or the in situ PP, just as in the CV relative counterpart. I would suggest
that WH-movement is not characteristic of the basilectal forms of either of
these creoles. WH-words and movement are certainly absent from the RC-formation
strategies: where deletion and resumptive pronouns are used. In questions, I
would argue that the cleft construction is basilectal and that WH-movement char-
acteristics are coming into these languages as the result of the reanalysis of
Wh-words and of contact with superstrate languages.

The present paper assumes an analysis of the H determiner LA as a comple-
mentizer and thus posits two COMP nodes in H, one preceding and one postposed to
an embedded S. Therefore the sentence-LA structure represents an embedding,
whether it be a nominalization or a clefted RC-like structure.
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DEPENDENCY RELATIONS IN SYNTAX: THE MYSTERIOUS CASE OF THE
EMPTY DETERMINER IN AGHEM

Larry M. Hyman
University of Southern California

[This paper is a summary of the invited plenary address—Ed.]

In Hyman [1979a] I presented a list of environments in which the determiner
-0 occurs in Aghem, a Grassfields Bantu language spoken in Cameroon. In this
paper I would like to replace this list with an outline of a formal account of
this problem. To begin, consider the examples in (1).

(1) a. & md tan ti-bvé 'né 'he counted dogs today' [P1 = today
he Pl count dogs today past tense]
b. O ka tény  bvé 'td né 'he didn't count dogs today'

he NEG—Pl count dogs D today

c. tén  bvé 't5 né 'count dogs today!'
@ count dogs D today

In the earlier study it was demonstrated that -5, which occurs in (1) with
class 10 t4- agreement, is a determiner (D), since it (a) occurs in the same
"slot" as the three demonstratives in the language, e.g. following adjectives
but preceding numerals, and (b) is mutually exclusive with these demonstratives.
In (la) we observe that a noun immediately following an affirmative verb (in a
main clause) must occur without -3 , while the corresponding object noun must
occur with -5 after a negative verb in (1lb) or an imperative (in (lc)). Thus,
we are dealing with a problem in complementary distribution: environments where
-5 must appear vs. those where it must not. (In the case where the D "slot" is
filled by a demonstrative, the @#/-5 complementarity is of course not observed.)
Finally, the t+4- prefix of t4-bvé ‘'dogs' not found in (1b,c) is deleted by a
general rule of prefix deletion which applies whenever a head noun is followed
by an agreeing element other than a numeral (cf. bvé 'ténd 'my dogs',

bvé "tfn 'these dogs', etc.).

I propose that the D node is obligatory in Aghem, either being filled lexi-
cally by one of the three demonstratives or remaining as an empty element eD.
If the eD is "syntactically well-formed" it surfaces as @ ; if it is not well-
formed,-it must be spelled out post-lexically via the -3 . The well-formedness
conditions on el are of three types: (a) internal conditions on the NP; (b) ex-
ternal conditions on the NP vis-A-vis its governing head; and (c) external con-
ditions on the NP or its governing head with respect to modality and clause-
type. I illustrate each briefly below.

In order to capture the conditions on eD internal to the NP, consider the
Aghem noun phrase structure rules in (2).

(2) a. N > N SPEC

b. SPEC - {D (N“m)}
N
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c. N =+ N (A%)

The rule in (2b) accounts for the fact that there can be at most only one de-
monstrative (or =3 ) and only one numeral per maximal NP. Thus, while one can
say 'books, of child, these ,' or 'books, of child, that,', one cannot say
*'hooks, tﬁese, of Jchild that,' or '%ooks. of jchildJ, these, that.', etc.,
and similarly tor numerals? Turning to the p%oblem at hgnd, thé eD id well-
formed internally if it is preceded only by lexical nouns. Thus, in (3a) we
see that an adjective occurring anywhere in the NP will make the eD ill-formed,
and in (3b) we see that an empty head of the NP will do likewise (these phrases

without -5 are ungrammatical):

(3) a. fl kV-dd'd k¥ t-"bvé t3 'big rat of the dogs' ( ki-fl 'rat' [cl. 7])
D

rat big of dogs
b. [Ng] K t4-"bvé t3 "that of the dogs', e.g. the rat of the dogs
of dogs D

c. fh ki ti-"bvé e 'rat of dogs'

rat of dogs D
Had there been no adjective, and had the head noun been lexical (rather than
empty), then eD would have been well-formed, as it is in (3c).

The tree structures generated by the rules in (2) for (3a,b), which are
given in (4a,b), demonstrate that the eD is ill-formed when it fails to be
properly governed by every N within the NP, where proper government requires a
lexical governor which c-commands the empty element (c-command meaning here
that the first branching node dominating the governor must also dominate the
empty element). Structures (4a,b) are ungrammatical, therefore, by a chain
version of the empty category principle of Chomsky [1981] and others (cf. below).

(4) a. N b. N
—/\\ —_—
//}i\\ SPFC T SﬂEC

N A N N I
_/’//\\\ l _f///ﬂ\\
T SﬂEC e T SﬂEC
N D N ?

rat big (of) dogs fé cl.? (of) dlgs fg

Note that an adjective occurring anywhere in the NP will render eD ill-formed,
while the offending empty noun head is grammatical only in the highest position
of the maximal NP.

The sentences in (5) demonstrate that when the direct object NP is separated
via focus-movement by either other post-verbal element(s) or by the subject, the

eD is ill-formed, even if the NP-internal conditions are met.
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(5) a. & md tdn né 'bvé 'td 'he counted dogs today' (*dogs e)
he P1 count today dogs D

b. a md tan A-wé bvé 't3 né 'children counted dogs today'
DS P, count children dogs D today [DS=dummy subject; *dogs e]

Noting that the immediate post-verbal position is the focus position [Watters
1979], and accepting the basic sentence structure in (6),

(6) S
N  INFL

Y Z etc.

a post-verbal NP will be governed by the verb only if it is in X (focus) posi-
tion, assuming the same definition of c-command given above. From (la) we ob-
serve that the eD is externally well-formed in X position, but not, as in (5a,

b), if its NP is in Y (or Z, etc.) position.. Thus, a necessary external condi-
tion on a post-verbal eD is that its NP be governed by the verb.

This does not explain, however, why the negative and imperative sentences in
(1b,c) and the focused auxiliary sentence in (7) disallow eD in the immediate
post-verbal NP object.

(7) o mha tan  bva 't né 'he did count dogs today' (*dogs e)
he Pl—FOC count dogs D today

For (1b) we note the often observed "looser bond" between a negative verb and
its object which may result in the failure of the verb to assign accusative case
to its object and/or provide a prosodic break between the (negative) verb and
its object (cf. Hopper and Thompson [1980]; Hyman and Watters [1984]. The aux-
iliary features NEG, IMPER, and FOC all have this effect in Aghem, i.e. the ef-
fect of removing the verb's ability to govern its object. Though I shall at-
tempt a different solution below, one might try to account for this formally by
either requiring that the X position of (6) be empty just in case one of these
features is present or, equivalently, that these features '"copy'" into the X po-
sition itself, thereby assuring that the NP object will not be governed by the
verb. In (8) it is noted that only the object of the first verb is affected by
negation in a serial verb construction:

(8) & ka nt  Bf f5 k¥a k¥-fl 'he didn't take the knife and cut the
he NEG-P take knife D cut rat rat' (*knife e; *fl k& 'rat D')

Turning to clause-type considerations, the sentences in (9) show that eD is
well-formed in subject position in a main clause (9a) but ill-formed in subject
position in a relative clause (9b).

(9) a. ti-bvé e ti-bighd m5 bvé nd  '(the) two dogs fell' ( *bvé 't3)

dogs D two P1 fall FOC
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b. bé  'kfl & bvd 't3 ti-bigha md z4
fufu DEM REL dogs D two P, eat

' (the) fufu that (the) two dogs ate' (*dogs e)
Two additional facts are that (a) if and temporal clauses have exactly the same
properties as relative clauses, and (b) eD is not well-formed in an immediate

post-verbal NP in any of these subordinate clauses, as seen in (10).

(10) a. fl kil '4 ki m5 tdn bvé 'td '(the) rat that counted (the) dogs'

rat DEM REL SM P, count dogs D ( *ti-bvé e )

b. blghd & m> tdn bvé 'td 'if he counted (the) dogs'
if he P] count dogs D ( *ti-bvé e )

c. ght'd 0 mdthnp bvh 't} 'as he counted (the) dogs'
as he P, count dogs D ( *t4-bvé e )

1

However, as seen in (11),

(11) wizén wil &8 O md dzf Af'4 wO md tdn ti-bvé
woman DEM REL SM P1 say that you P1 count dogs

' (the) woman who said that you counted (the) dogs'

a that-complement clause does not cause the eD to be ill-formed in object (or
subject) position, even if embedded in a relative clause as it is in (11). We
therefore need to group together main and complement clauses vs. relative, if,
and temporal clauses (among others), a distinction which I identify with Emonds'
[1976] root/non-root S dichotomy. The table in (12) summarizes the differences:

(12) Root S Non-root S
Pre-verbal subject: eD = 0K eD = *
Post-verbal NP 5 eD = OK/* eD = *
INFL ("aux'") 3 full range of P, = P,, no
tenses (P1 + P2) [+/-FOC] distinction
& [+/-FOC)
FOC marker nod 5 0K *

Not only is there a difference in the well-formedness of eD, but there are im-
portant differences concerning the tense morphology and the distribution of the
focus marker nd [Watters 1979] according to the root/mon-root status of an S.

To follow through with the above discussion of government and its relation
to the eD, it is necessary to say that for these purposes the subject of a root
S is governed, while both the subject and the object of a non-root S are not.
The analogy with tensed/non-tenmsed S's is intriguing. To account for these
facts a combination of feature specification plus tree configuration will be in-
voked. I propose the following: (a) each S has a focus feature [+F]; (b) this
[+F] is assigned either to the COMP, in which case we have a non-root S, or to
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the S, in which case we have a root S; (c¢) if [+F] is assigned to COMP, it is
copied as well onto INFL; and (d) the auxiliary features NEG, IMPER, and FOC
have a second "intrinsic" [+F] ("auxiliary focus"; cf. Hyman and Watters

[1984]). With these features assigned, a head attraction rule roughly of the

form in (13) joins the head (X°) of a maximal projection to a preceding [+F]
element.

(13) [ +E\1\‘£_‘/S;> Y ] (informal approximation)

The result, as seen in (14), is that the N of a subject NP will be attracted to
the [+F] of a non-root S COMP and the V of the VP will be attracted to a [+F]
INFL.

>

(14) /5\
co?y [+F] S

~ e T _

e “\ I INFL [+F] v

o J//~\\\ r\\\ L

] v

o
i
>z..

T SPEC
N *e

With such potential lexical heads attracted out of their respective phrases,
we now can generalize on what was said concerning proper government and the eD:
an eD will be well-formed if it is the endpoint of. a chain of proper governors
up to the S node. In (14), the subject eD is not properly governed because the
head of this NP has been attracted to the [+F] COMP; similarly, the eD of the
object is ungrammatical because, while properly governed by its N head, the NP
itself is not properly governed by the V which has been attracted to the [+F]

INFL. Thus, when the chain of proper governors is broken, eD is ungrammatical.
Further evidence for this view is seen from (15), where it is observed that
the two prepositions & 'to/for' and & 'with/and' are not proper governors.

(15) a. & bvé '"td  'to/for dogs' b. & bvé 'td  'with dogs'

As a result *dogs e 1is ill-formed after both prepositions. (The third preposi-
tion in the language, locative én , has peculiar properties of its own and will
not be discussed here.) Finally, note in (16) that while eD is well-formed in
citation form NP's, it is ill-formed in corresponding vocatives:

(16) a. t4-bvé e 'dogs' b. bvé 't 'dogs!'
e : 8

I assume that (l6a) is a defective S with a [-F] COMP, while (16b) is a defec-
tive S with a [+F] COMP, capturing the fact that vocatives are "out of focus" -
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like the backgrounded clauses I have identified as non-root.
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RAISING IN FUR

Janice L. Jake
University of Illinois

1. Introduction and Discussion of the Problem

In this paper I examine the syntax of sentences like those in (1) in Fur.
The data are from the Zalingi dialect, from the speech of Al Amedin Abdel
Moniem. I show that the underlined nominals in (1b) bear the Subject, 1, and
Indirect Object, 3, relations in the matrix clause, although in (la) they are
constituents of the subordinate clause. The synonomy of the sentences in (1)
means that, at some syntactic level, the underlined nominals in (1b) bear gram-
matical relations in the lower clause. (In the examples below I have not
marked tone, as it is irrelevant to this paper. Although Fur has borrowed ex-
tensively from Arabic, its syntax remains unaffected.)

(1) a. mumkin i [alan Eli dogola-si kitaba inni]
possible be/3SG [COMP Ali children-OBJ books give/3SG]

'it is possible for Ali to give books to the children'

b. Eli-si kitaba mumkin ge [alap dogola-si inni]
A1i-OBJ books possible be/3PL [COMP children-OBJ give/3SG]
= (a)

The analysis of sentences like (1b) is a problem for Relational Grammar,
although there are a number of possible analyses in which more than one nominal
can bear a relation in a lower clause and, in a later stratum, a higher clause.
I show that a multiple ascension analysis of (1b) involves a violation of the
Host Limitation Law, the Noninitial Term Demotion Ban, and the Relational Suc-
cession Law (for clauses). On the other hand, a Clause Union analysis of (1lb)
is empirically unjustifiable, as well as theoretically problematic.

In this paper I present evidence for the rules of Raising to 1 and Inver-
sion to 3 and argue that, of the analyses noted above, only the multi-ascension
analysis can be empirically motivated. This analysis, illustrated in (2), is
one in which a nominal ascends to 1 and, in a later stratum, inverts to 3, and
a second nominal ascends to 1. In stratum 4, a |l serves as host for an ascen-
sion to 1, violating the Host Limitation Law, since the ascendee fails to as-
sume the relation of its host. Furthermore, a non-initial 1 inverts to 3 in
stratum 3, a violation of the Noninitial Term Demotion Ban [Perlmutter 1984].

(2) Partial representation of (1b):

Raising
Inversion
Raising

Y4
Eli  kitabe dogola inni mumkin ge
Ali books children give possible be
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Although I present arguments for the analysis in (2), such an analysis en-
tails weakening the theory of Relational Grammar because it necessitates the
modification or loss of a number of relational laws. However, as noted above,
there appears to be more support for this analysis than others. I now present
evidence for (2) based on Raising and Inversion. Where relevant, I note how
other possible analyses fail to adequately account for the data.

2. Evidence for the Analysis in (2)

2.1. Evidence for sentential 1's. Sentential complements in Fur occur as
tensed clauses with overt complementizers, as in (1), and as nominalized
clauses. A nominalized sentential 2 can be optionally suffixed with -si in
normal pre-verbal position. This is parallel to the case marking of inanimate
non-sentential 2's., Compare (3), with a non-sentential 2, and (4), with a sen-
tential 2. An extraposed 2 is obligatorily suffixed with -si , as is illus-
trated in (5) and (6).

(3) ka kitab(-si) 'agil (4) ka [Eli-n Joo-(-si)] WEEI
I book(-0BJ) see/1SG I [Ali-GEN going(-0BJ)] want/1SG
'T see the book' 'T want Ali to go'

(5) ka 'egil  kitab-si/*@ (6) ka wEE| [Eli-n  Jjoo-si/*p]
I see/1SG book-0BJ/*@ I want/1SG [Ali-GEN going-OBJ/*@]
= (3) = (4)

The examples in (3) through (6) show that sentential 2's are case marked
like other inanimate 2's, optionally suffixed with =-si preverbally and oblig-
atorily when extraposed. The fact that nominalized sentential complements of
predicates analogous to A-Raising and Tough-Movement predicates in English can-
not be suffixed with -si provides evidence against their 2-hood. This is il-
lustrated by the examples in (7) and (8).

(7) [Fanne-n  jam(*-si)] daruugi i
[Fatma-GEN eating(*-0BJ)] necessary be/3SG
'it is necessary for Fatma to eat'

(8) [Eli=n nuun-in Jiro(*-si)] muékila i
[A1i-GEN food-GEN cooking(*-0BJ)] problem be/3SG

'it is a problem for Ali to cook food'

The examples in (7) and (8) show that these sentential complements cannot
be suffixes with -si . 1In this respect they are like non-sentential 1's which
are not suffixed with -si , as is illustrated in (9) and (10).

(9) Fanne (*-si) nvyana (10) k-illa tona(*-si) apa ge
Fatma (*-0BJ) come/3SG PL-DEM houses (*~0BJ) big be/3PL

'Fatma is coming' 'those houses are big'
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To sum up, the facts about case marking of séntential and non-sentential
complements show that the sentential complements under investigation are 1l's
rather than 2's. Note that unaccusative advancement is obligatory for these
predicates, if it is assumed that they occur with initial unaccusative strata.

2.2. Evidence for Raising to 1. I now show that predicates occurring with
sentential 1's govern ascension of 1l's, 2's, 3's, Instruments, and Locatives.
The second in each pair of examples in (11) through (15) illustrates the ascen-
sion of a nominal bearing one of these relations. In the (a) sentences, main
clause verb agreement is third person singular, or neutral. In the (b) sen-
tences, the raised nominal controls main clause verb agreement and precedes

the verb, in subject position.

(11) a. mumkin i [alan dogola Eli-si kegilEl]
possible be/3SG [COMP children Ali-OBJ see/3PL]

'it is possible for the children to see Ali'

b. dogola mumkin ge [alan Eli-si kagilEl]
children possible be/3PL [COMP Ali-OBJ see/3PL]
= (a)
(12) a. sayl i [alan Eli ustas-si Jjegill

easy be/3SG [COMP Ali teacher-OBJ see/3SG]

'it is easy for Ali to see the teacher'

b. wustas sayl | [alan Eli Jegil]
* teacher easy be/3SG [COMP Ali see/3SG]
= (a)
(13) a. terra i [alan Fanne Eli-si %ay inni]

tough be/3SG [COMP Fatma Ali-OBJ tea give/3SG]

'it is difficult for Fatma to give tea to Ali'

b. Eli terra i [alan-si Fanne Say inni]
1i tough be/3SG [COMP-OBJ Fatma tea give/3SG]
= (a)
(14) a. sayl i [alan dogola ki murtana kee]

easy be/3SG [COMP children INST horses go/3PL]
'it is easy for the children to go by horse(s)'

b. murtana sayl ge [alan dogola kee keel
horses easy be/3PL [COMP children INST go/3PL]

= (a)
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(15) a. mumkin i [alan Eli madrasa-le Jjee]
possible be/3SG [COMP Ali school-LOC go/3SG]

'it is possible for Ali to go to school'

b. madrasa mumkin i [alao Eli dele Jee]
school possible be/3SG [COMP Ali LOC go/3SG]
= (a)
In (13a) a 3 is obligatorily suffixed with =-si . Because -si 1is suf-

fixed to both 2's and 3's I refer to it as an objective case marker. There is,
however, a difference between 2's and 3's, even though both are suffixed with
-5i . In a host out of which a 3 ascends, =-si «cliticizes to another constit-
uent of the host clause, usually the complementizer, as in (13b). Ascension of
a 3 without cliticization is ungrammatical. In contrast, ascension of a 2 with
-si cliticization is ungrammatical. The ascension of an Instrument or a Loca-
tive is similar to the ascension of a 3 in that there is cliticization, kee
for Instruments and dele for Locatives. The grammatical relation of an
ascendee is always recoverable because 3 of the relations leave clitics in the
host clause and 1 continues to control verb agreement in the host.

2.3. Evidence for inversion. The example in (16b) illustrates inversion with
a member of the class of cognitive predicates; the inverted nominal occurs in
objective case, obligatorily suffixed with -si . Verb agreement in the inver-
sion clause is neutral.

(16) a. ka 'alOp-si [alan Fanne jee]

I think/1SG-SI [COMP Fatma go/3SG]
'I think that Fatma is going'

b. ka-si en-gi-s-10n [alan Fanne jeel]
I-0BJ in-1/20-SI-think/3SG [COMP Fatma go/3SG]
= (a)

The example in (16) shows that the cognitive predicate is also marked with
-si . A raising predicate governing Inversion optionally occurs with =-si ,
but only if there is Inversion, as is shown in (17).

(17) a. dogola-si mumkin(-si) 1 [alan Eli-si kagilEl]
children-0BJ possible(-SI) be/3SG [COMP Ali-OBJ see/3PL]

'it is possible for the children to see Ali'

b. dogola-si terra(-s) i [alan ustas  jegil]
children-0BJ tough(-SI) be/3SG [COMP teacher see/3SG]
'it is possible for the teacher to see the children’

The clitic which occurs on predicates governing Inversion has an optional phono-
logical alternate, -s , after vowel final morphemes. It can be distinguished



Raising in Fur 161

from the objective case marker on these and other grounds. However, the fact

that a raising predicate exhibits a clitic similar to that of other predicates
governing Inversion suggests that the -si suffixed nominals in (1b) and (17)
are 3's. This, together with the fact that any relation which can occur as an
ascended 1 can also occur as a 3, provides evidence for an Inversion analysis.
Empirical evidence for the 3-hood of these nominals is that a =-si cliticizes
in a host.out of which they ascend, as is illustrated in (18).

(18) kwa mumkin ge [alan-si sayl(-si) i [alang Eli jagil]]
men possible be/3PL [COMP-OBJ easy(-SI) be/3SG [COMP Ali see/3SG]]
'it can be easy for Ali to see the men'

3. Arguments Against other Analyses

The data presented thus far provides evidence against a clause union analy-
sis because both a 1 and a 3 need not occur in clauses with tough and possible
predicates and because it is not predictable which relation in the lower clause
will bear the 1 or 3 relation after clause union. That is, a lower 1 could be-
come a matrix 1 or 3, a lower 2 could become a matrix 1 or 3, a lower 3 could
become a matrix 1 or 3, etc. A clause union analysis consistent with these
facts would be unlike any other clause union in two ways: there would be no
predictable relation borne by a nominal in the lower clause and its relation in
the matrix, and either of the two matrix relations can occur independently of
the other.

Now I briefly outline why a different kind of multi-ascension analysis must
be rejected. The evidence is based on an animacy constraint on 3's. The ex-
amples in (19) illustrate that an inanimate nominal can ascend to 1 but it can-
not occur as a 3. This is in contrast to the examples in (1b) and (17) in
which an animate nominal occurs as a 3. Furthermore, there is no animacy con-
straint 2's, as is illustrated in (20).

(19) a. ton terra i [alan ka dele "ew]
house tough be/3SG [COMP I LOC go/1SG]

'the house is difficult for me to go to'

b. *ton-si terra | [alan ka dele "ew]
house-0BJ tough be/3SG [COMP I LOC go/1SG]
= (a)
(20) ka ton-si wEE | [alan apa i]

I house-OBJ want/1SG [COMP big be/3SG]

'I want the house to be big'

The facts illustrated in (19) and (20) mean that, if it is assumed that the
sentential complement of predicates like tough are 2's and a nominal can ascend
to 2 and retreat to 3, then an ad hoc filter must disallow all sentences with
inanimate 3's resulting from 2 to 3 retreat. Note that this retreat is obliga-
tory, since tough and possible predicates do not occur with 3's and that this
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rule is otherwise unmotivated. Moreover, this analysis would also violate the
Chémeur Advancement Law because the sentential 2 can advance to 1 and act as
host for a second ascension to 1.

In conclusion, I have shown that a multi-ascension analysis involving a vi-
olation of the Host Limitation Law and the Noninitial Term Demotion Ban is the
analysis of sentences like (1b) for which there is the most evidence. I have
also shown that such an analysis is theoretically problematic for Relational
Grammar. Perhaps another, less <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>