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IN DEFENCE OF THE SKELETAL TIER* 

R.J. Hayward 
School of Oriental and African Studies 

University of London 

This paper investigates empirically the viability 
of a hypothesis (advanced by Lowenstamm & Kaye 
[1986]) that morphological classes (in particular, 
those typical in languages with nonconcatenative 
morphologies) are fully definable in terms of syl­
labic structure. This hypothesis has theoretical 
significance, for, if correct, the skeletal tier-­
generally regarded as a core object in autoseg­
mental phono1ogy--becomes a derivative and, conse­
quently, redundant entity. Data from four Ethio­
pian Semitic languages are presented as evidence 
that it is not always possible to posit unique 
syllabifications for morphological classes and 
that under1ying1y many such classes are only 
partially syllabified, full sy11abifiabi1ity be­
ing secured by processes occurring later in the 
derivation. Analyses are proposed for the data, 
which demonstrate the necessity for a non-deriv­
ative skeletal tier. 

1. The Skeletal Tier vs. Syllable-Based Templates 

For the past eight or so years a substantial portion of the success that 

has been enjoyed within Autosegmenta1 Phonology has been due to the recogni­

tion of the "cv tier". The CV tier (or some functionally similar entity-­

see section 2) serves within a mu1titiered phonological representation as 

*A preliminary version of this paper was first presented at the Easter 
Meeting o~ the Linguistics Association of Great Britain in 1987. I am happy 
to acknowledge here my gratitude for valuable comments made by John Harris 
and John MCCarthy. 
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the base to which elements of otherwise m~tually independent tiers are asso­

ciated. It has, then, a mediating role in interrelating reciprocally autono­

mous tiers. The most important aspect of such a function is that the CV tier 

furnishes the programme for temporal coordination within phonology, and for 

this reason the CV tier is often referred to as the "timing tier". Referring 

all matters involving phonological timing to the CV tier (rather than treat­

ing them as properties of segments) has provided satisfying solutions for 

such longstanding problems as the analysis of vowel and consonant length and 

the analysis of complex segments of various sorts. MOst recent literature 

on the subject has been at pains to point this out. For a particularly 

clear overview see Clements [1986]. 

A number of arguments justifying the recognition of the CV tier are ad­

vanced by Clements and Keyser in Chapter 3 of their 1983 monograph. Their 

first argument (pp. 64-66) is based upon MCCarthy's extensions of the princi­

ples of Autosegmental Phonology to handling the problems of non-concatenative 

morphology of the type commonly (though not exclusively) found in Semitic 

languages [MCCarthy 1979, 1981, 1983]. For the present purpose it is not 

necessary to go beyond this first argument, for it is precisely on account of 

purportedly simpler analyses that have recently been advanced for problems of 

this type that the CV tier has been declared redundant. 

The essential insight of MCCarthy's model consists in distinguishing 

three morphemic elements at the level of phonological representation for 

stems exhibiting non-concatenative morphology:l 

(i) The "Consonantal Melody": In Semitic languages this consists of two, 
three, or four consonants bp.aring the basic lexical identity of the 
root. 

(ii) The "Vocalic Melody": In Semitic languages this consists of one or 
more vowels which together with the "prosodic template" bear gramma.ti­
cal (and sometimes lexical) information. 

(iii) The ''Prosodic Template": This defines the canonical shape of a given 
stem form in terms of C and V elements. 

l"Non-concatenative morphology" is morphological structure exhibiting 
discontinuity, infixation, etc. 
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It is not possible simply to recognize only a consonantal skeleton within 

which vowels are interdigitated any more than it is possible to posit a ba­

sic vocalic skeleton between the elements of which the various components of 

the consonantal melody are slotted. The reciprocal discontinuities of conso­

nantal and vocalic melodies require the intermediation of the prosodic tem­

plate because both melodies give evidence of having autosegmenta1 status. 

For example, each of them is independently subject to principles governing 

auto segmental entities. 2 

The linking of elements of the two melodic tiers to the C and V elements 

of prosodic templates is accomplished for the most part by means of conven­

tions of association that within the theory of Autosegmenta1 Phonology are 

conceived of as belonging to Universal Grammar. so that language specific 

rules are kept to a minimum. For a general account of this the reader is re­

ferred to van der Hulst and Smith [1985:11-29). 

In a recent paper, however, Lowenstamm and Kaye [1986) have argued that 

the CV tier is redundant since its function can be adequately performed by 

the syllabic structure, which, of course. has often been conceived of as an 

independently necessary auto segmental level (cf. Clements and Keyser [1983). 

Halle and Vergnaud [1980). The essential premise for Lowenstamm and Kaye's 

argument is their assumption that phonological representations have full 

prosodic, i.e. syllabic, structure from the outset. This assumption is one 

which has been advanced in earlier publications of theirs (see in particular 

Kaye & Lowenstamm [1982). Since in the analysis of very many languages 

there is a considerable degree of mismatch between phonological and phonetic 

structures as far as syllabification (or, indeed, sy11abifiabi1ity) is con­

cerned, the claim that phonological representations have full prosodic struc­

ture needs to be explained. For example, we expect processes such as epen­

thesis to create'prosodic structure that does not exist at a more underlying 

level. Lowenstamm and Kaye's claim is made possible by positing null ele­

ments in the prosodic structure of phonological representations: prosodic 

2For example, both consonantal and vocalic melodies are independently 
subject to the Obligatory Contour Principle. 
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structure is erected fully with the inclusion of null elements at those nodes 

of structure where they are required, i.e. at sites where epenthesis will oc­

cur. 3 

In spite of appearing to create an enormous degree of redundancy with re­

spect to lexical entries, such an approach promises high dividends as far as 

epenthesis is concerned since it would enable us to dispense with the multi­

farious detail of language specific and context sensitive rules, replacing 

them by a maximally simple characterization of the process, which would be 

made available by Universal Grammar, viz. Insert Segment [Lowenstamm & Kaye 

1986:102, 7ii]. 

An illustrative example would be provided by the East Cushitic language 

Arbore, which exhibits a process which we may refer to as "post-laryngeal 

epenthesis". An epenthetic copy of a single vowel preceding a laryngeal 

(h ,1) is inserted after the latter when it is followed within a word by 

any non-glottalized obstruent or a nasal, e.g. 

(1) /Ieh-t-aw/ -+- [ lefietaw]1+ 'my ewe' .... 
ewe-fem.-lst sg. possessive 

(2) /se1-t/aw/ -+- [ st;l1t;1taw]1+ 'my cow 
cow-fem.-lst sg. possessive 

The same language displays another process which may be labelled "I-epenthe­

sis", which occurs at the juncture of a sequence of two (dissimilar) conso­

nants with a third consonant or at a word boundary, e.g. 

3Epenthesis is not the only means whereby null elements may be resolved. 
The other means which is specifically mentioned by Lowenstamm and Kaye is re­
syllabification [1986:l0lff.]. Although Lowenstamm and Kaye adopt the idea 
that epenthesis involves the substitution of a null element in the prosodic 
structure by a real segment, the proposal is not without precedents. The 
idea can be traced back to an unpublished paper by Halle and Vergnaud [1978], 
and is also made use of in work by Selkirk [1981]. A comprehensive survey of 
the notion of null elements and related issues in syllable theory is fur­
nished by Ito [1986]. 

I+Diaresis under a segment symbolizes breathy phonation (according to IPA 
usage). A single dot under a vowel letter symboliz~s laryngealization. 
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(3) / daNf-t-e/ .... [da'!Jf I te ] 'it boiled' 
boil-fem.-perfect 

(4) /daNf/ .... [dal))fl] 'boil! ' 

Rules that might be proposed for these processes would probably need to 

refer to the specific syllable structure constraints of the language and (in 

the case of the first process at least) to particular features of segments 

in the environment. In other words, the essential similarity of the two pro­

cesses could hardly be expressed without reference also to certain presup­

posed or attendant factors. Under the proposal made by Lowenstamm and Kaye, 

however, the quintessential generalization is given straightforward expres­

sion. Thus, appropriate underlying representations for [s~?~taw] 'my cow' 

and [dar,gfite] 'it (feminine) boiled' might be as follows: 

(5) a a a 
1\ 1\ ~ 
se?91taw 

(6) 

In both cases the null elements (91) in the underlying prosodic structure 

come to be "associated with" ("replaced by" ?)S an epenthetic segment. The 

simplicity and generality of all this is very attractive. 6 

The redundancy inherent in distinguishing a two-term vocabulary of C and 

V in the skeletal tier has been criticized on several occasions (see Levins 

[1983], Archangeli [1984]), and the analyses presented in the second part of 

this paper give recognition to that criticism. For the present purpose, how­

ever, whether the skeletal tier contains differentiated C and V elements or 

SIt is not exactly clear to me what is implied by diagrammatic represen­
tations such as /:A • 91 • 

.j. 

I 

(cf. Lowenstamm and Kaye [1986:101]; cf. also (18), (34), and (36) in the 
present paper, which are based on the original diagram). 

6If such a proposal proved to be properly motivated, it would further 
enhance Archangeli's insightful suggestion that epenthesis inserts segments 
that from the point of view of distinctive content (within a given language) 
require the absolute minimum of specification (cf. Archangeli [1984:58]). 
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not is irrelevant; the real question is whether the skeletal tier itself is a 

redundancy, for if underlying canonical shapes can be defined fully by means 

of prosodic structure, where this is provided with a suitably constrained de­

vice of null elements, any form of skeletal tier will be unnecessary. 

The relevance of this issue comes very much to the fore in the analysis 

of morpholo~y of the Semitic type. Lowenstamm and Kaye report McCarthy as 

saying that the representation of his prosodic templates in terms of elements 

of the CV tier or in terms of elements of syllable structure were simply no­

tational variants. They deny, however, that this is the case. They pin­

point the difference by envisaging a "Semitic hybrid" having an Arabic-type 

prosodic template of the form CVCCVC but incorporating the possibility of a 

certain type of branching onset for syllables, which is a feature permitted 

by MOdern Hebrew (though not by Arabic). In such a language a triliteral 

radical such as k-t-b might license only one syllabification (as in (7» 

whereas a radical such as s-b-r would be syllabifiable in two ways (as in 

(8) and (9» on account of the fact that the sequence br is a permissible 

onset cluster, and given the markedness hierarchy for syllables in Modern 

Hebrew, (9) would present a less marked option than (8). 

(7) AA (8) AA 
CVCCVC C V C C V C 
\ IV \IV 

k t b 5 b r 

(9) 'AA 
C V C C V C 
\ IV 

5 b r 

What the argument demonstrates is that in terms of the CV tier the potential 

for ambivalence for syllabification with a radical such as s-b-r is simply 

not captured and, furthermore, that since the prosodic structure on its own 

does capture it, the CV tier is unnecessary. Clearly McCarthy was incorrect 

in supposing that the two ways of representing prosodic templates were nota­

tional variants. But whether the ability to express such a distinction as 
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that illustrated by the hypothetical language example will make for any 

greater overall insight may not necessarily be the consequence. Among the 

languages to be considered below is one which exhibits a situation closely 

akin to that elaborated by means of the hypothetical language, but it will 

be concluded that in this case a significant generalisation would have to be 

forfeited by an insistence that prosodic templates be defined syllabically. 

Lowenstamm and Kaye [1986:122] then proceed to propose the following 

principle (''Principle (55)"): 

"Morphological classes defined canonically must observe syllabic 
homogeneity." 

The full context of the article makes it abundantly clear that when speaking 

of "morphological classes" the authors are referring to entities of the type 

for which McCarthy (and subsequently others) have taken over the term 
L ' binyanlm from traditional Hebrew studies cf. sg. binyan, pl. binyantm). 

The terms imposed by "Principle (55)" are very restrictive. The principle 

requires a unique syllabification for all members of a particular morpholog­

ical class (hereafter abbreviated MC).? As its proposers point out, the 

principle makes predictions as to how a process such as epenthesis will oper­

ate for a given MC. The operation of epenthesiS with respect to certain MC's 

of Arabic (discussed in McCarthy [1982]) is adduced as support for the prin­

ciple. Defined in terms of the CV tier the MC's in question have in common 

the fact that they begin with the sequence CC: they are CCVCVC, CCVVCVC, 

and CCVCCVC. Lowenstamm and Kaye (pace McCarthy) note 

" ••• that the initial consonant is resyl1abified as the coda of the pre­
ceding syllable when the stem follows a vowel-final word or prefix. 

Now consider the case where no vowel precedes the CC-initial stem. 
Since Arabic has no branching onsets, epenthesis must occur. But where? 

"In fa-ct, the vowel is inserted before the CC-c1uster. It could have 
been inserted between the two consonants. Principle (55) predicts 

?It seems clear that since in Lowenstamm and Kaye's theory units of 
skeletal structure are, in fact, syllables which dominate various sets and 
configurations of segmental terminal points, a conclusion such as that em­
bodied in Principle (55) is quite inescapable. 
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this state of affairs; if the vowel were inserted to the right of the 
first consonant. i.e.. CiC- instead of iCC-. the initial consonant 
would constitute the onset of the first syllable; while in all other 
cases. this consonant occupies a coda position." (p. 123) 

The point is made very clearly; a MC defined in terms of the CV tier is 

neutral with respect to where epenthesis will occur. If we consider the case 

of the CCVCVC template the potential violation of the syllable structure con­

straint in Arabic against branching onsets would be obviated just as well by 

the epenthesis in (10) as by that in (11). 

(10). (11) VCCVCVC 
t 
o 

A syllable-based definition of the same MC (making use of a null element in a 

nuclear position). as in (12). predicts only one possibility for epenthesis. 

and so provides a more adequate grammar. 

(12) 

" o C 

(J (J 

I'v tr-c 
The behaviour of epenthesis in Arabic then certainly appears to come out 

in support of Principle (55). I believe. however. that this is purely fortu­

itous. This opinion rests upon the fact that in some languages having the 

same type of morphology as Arabic there are epenthetic processes which sim­

ply do not permit us to posit a unique underlying syllabification for a MC. 

The data to be considered come from certain Semitic languages spoken in 

Ethiopia. namely. Amharic. Chaha. Tigrinya. and Harari. 

1.1. Case 1: The Amharic Jussive (Type A) Stem. Comparison of surface 

forms of the affirmative paradigms of the Imperfect and Jussive show that the 

latter lacks forms for the second person. 8 The paradigms presented are those 

8The main function of the Jussive is the expression of indirect commands 
and (when interrogative). requests for permission. Tri1itera1 verbs in Ethi­
opian Semitic belong to two main classes. which have commonly been referred 
to in the literature as Types A and B. The division goes back to the proto­
language. where the characteristics of the two classes (represented by s-b-r 
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of the triliteral (Type A) radical z-f-n 'dance'. 

(13) Affirmative ImI!erfect (14) Affirmative Jussive 

'I (etc.) dance' 'let me (etc.) dance! ' 

Is +zafna I I ahu Is I+zfan 

2ms Hzafnallah 2ms 

2fs Hzaf~allas 2fs 

3ms y+zafna II 3ms y+zfan 

3fs Hzlifnallac 3fs Hzfan 

lp +nn+zafnallan lp +nn+zfan 

2p H zafna I I acc+hu 2p 

3p y+zafna II u 3p y+zfanu 

The affirmative paradigm of the Imperative given in (15) could also be re­

garded as defective, since it has only second person forms. 

(15) Affirmative ImI!erative 

'dance! ' 

2ms zHan 

2fs zHa~1 

2p zHanu 

To "fill the gap" in the paradigms of (14) and (15) by merging them is an ob­

vious move and one which gives recognition to the long established practice 

of scholars of the language (cf. Cohen [1936:179], Dawkins [1960:26]). 

The claim that Jussive and Imperative forms make up a single paradigm 

'break' and f-s'-m 'finish') have been reconstructed as follows [Hetzron 
1972:22ff.]: 

Type A 

Type B 

Perfect 

*sabara 

*fas's'ama 

ImI!erfect 

*ytsabb.j.r 

*yHes' s' .j.m 

Subsequent developments in the two main groups of Ethiopian Semitic, i.e. 
North Ethiopic (the group to which Tigrinya discussed as Case 3 in this paper 
belongs) and South Ethiopic (the group to which the remaining languages dis­
cussed here belong), have obscured some of the original features, but the 
classes have nevertheless remained distinct throughout much of their para­
digms. 
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would lead us to expect the stem to constitute a single unitary MC. This ex­

planation holds very obviously for other paradigms such as the Perfect, where 

each verb type seems to present an invariant stem form. (In the following 

examples the canonical shapes are presented in an informsl way.) 

(16) triliteral guadriliteral 

TIl2es A & B ~ 
CaCCaC-
122 3 

C18c2c 2ac3- C aCaCCaC-
1 2 3' 3 .. 

But an examination of (14) and (15) reveals stem allomorphy, viz. -zfan- '" 

z-tfan- (*hfan) If we assume that the stem form (defined in terms of C 

and V) is CCVC, the longer alternant can be accounted for by means of epenthe­

sis. Amharic syllabic structure permits no branching onsets (cf. Part II, 

Case 1.). In affirmative Imperative forms, where a CC cluster might other­

wise occur initially in the word (and syllable), epenthesis operates to 

split the sequence. To handle this alternation with reference to syllable 

structure would require us to define the stem shape with an onset consonant 

initially, as in (17). The surface alternant z+fan would be derived as in 

(18).9 

(17) 

./.A. 
(18) a 

.f\fJ ./.A. 
I .j. 
z + 

I I I 
fan 

The prefixed forms, however, would require the initial stem consonant to be­

long to the coda, viz. 

(19) 

./.A .. /.A. 
I I I I I I 
y + z fan 

9In representing the CV skeleton as a series of dots in this section of 
the paper, I am simply following the practice of Lowenstamm and Kaye, viz • 

. A.. 
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Now the t in ytzfan can itself be regarded as epenthetic, for comparison 

of the forms of this same morpheme show the t to be in alternation with ze-

ro, e.g 

(20) ytzafnall 

ayzafntmm 

'he is dancing' 

'he is not dancing' 

Furthermore, in the form 

(21) b[I'Jzaftn + btyzaftn + b-y-zafn) 

if he dances 

we find further complications: (i) there appears to be a third alternant of 

the 3ms prefix, [i'J , which derives from an epenthetic t preceding the y­

(by a late phonetic rule the two segments undergo coalescence); (ii) there is 

an alternant for the Imperfect stem, i.e. zaftn. This alternant is also 

accounted for by epenthesis. Although Amharic word structure does permit syl­

lables with multiply-branched rhymes in final position, Amharic syllable 

structure does not allow this kind of rhyme structure when the ultimate seg­

ment has greater sonority than the penultimate one. Once more epenthesis 

saves the dayl If, however, we attempt to define the Imperfect stem in a 

syllable-based way, we again find that the final consonant behaves sometimes 

as an onset (22) and sometimes as a coda (23).10 

In section 2 I represent the Skeletal Tier employed there as a series of X 
slots. The distinction, however, is not simply one of graphic notation. Lo­
wenstamm and Kaye's dots are totally derivative since each one corresponds to 
a terminal node of prosodic structure. Furthermore, their contention is that 
if this proves always to be the case (and they stress that this is an empiri­
cal issue), then the Skeleton, in whatever way it is symbolized, is redundant. 
In the representations used in section 2 some X slots occur that do not cor­
respond to terminal nodes of prosodic structure and are, therefore, not de­
rivative. 

l°One suspects that exactly the same ambivalence with respect to syllabic 
categories must also arise in the Arabic examples discussed by Lowenstamm and 
Kaye [1986:123] since the addition of a vowel-initial inflection to a conso­
nant-final stem would automatically require resyllabification of the final 
consonant. Thus, a template such as CCVCVC with the prosodic structure hy­
pothesized in (12) would presumably take a vowel-initial suffix such as 
-u(n) , -0 , etc. in the 3(m)p, and then resyllabification would be neces-
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(22) cr cr cr (23) cr 

A. 
cr 

. I\. . . ~. .//r-. .~. /'?-
I I I J. I I I V I I I I J. I I I 
y t z a f n a I b .j. Y z a f i- n 

Elsewhere I have attempted to demonstrate that the overwhelming majority of 

occurrences of the high central vowel .j. in Amharic have to be regarded as 

epenthetic [Hayward 1986]. The important thing about this process is that 

it scans word-sizedll strings of segments rectifying any prosodic deficien­

cies by the creating of syllable heads but without any regard to predesignat­

ed prosodic categories, e.g. onset or coda, of stem consonants. 

Of course, the initial identification of the Imperative and Jussive as 

one MC might be objected to; after all, the Imperative forms not only have a 

different stem shape, they also differ from Jussive forms in having no pre­

fixes. Inspection of the following Negative Imperative forms shows (i) the 

presence of prefixes throughout and (ii) the same stem alternant, viz. 

-zf~n- , as that found in the affirmative Jussive. 

(24) Negative Imperative 'do not dance!' 

2ma att+zfan 2p att+zfanu 

2fs att+zfa~ I 

Consideration of other verb types also points solidly to the conclusion that 

the Imperative and Jussive stems do indeed belong to one MC. 

(25) ~ 'hide (tr.) , guadril1teral 'overturn' 

3ms Jussive yi-dabb.j.k' y.j.galbH' 

2ms Imperative dabb.j.k' gal bH' 

1.2. Case 2: The Chaha Jussive II Stem. According to Les1au [1983], there 

are two Jussives in Chaha. l2 One of them has the generalized stem shape 

sary, viz. 

1\ !\ ~ 
fI C C V C V C vs. 

llBy ''word-sized'' I mean that such strings are morphologically complete, 
even if only partially syllabifiab1e. 

l2Chaha is one of the more important and better studied of the "Gurage" 
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-c1c 2aC 3- and is virtually confined to intransitive verbs. The other one 

(here termed Jussive II), which is found for all other simple triliteral 

verbs, has two stem shapes, viz. -C C fC - and -C +C C -. In his origin-
1 2 3 1 2 3 

al descriptions Leslau [195la, 1951b] presented these two as distinct types, 

but in his later accounts [1964, 1983], he provides a wealth of data to jus­

tify his analysis that the two forms are in complementary distribution. 

Quite clearly the variability relates to the position of the f vowel, and, 

as Leslau shows, this is determined by phonetic features inherent to the con­

sonant radicals. In section 2 I try to motivate an analysis of this stem 

based on syllabification procedures and epenthetic processes which have a 

high degree of sensitivity to the relative sonorities of the root consonants. 

Typical (3ms) forms of Jussive II exhibiting the two stem shapes are given 

in (26). 

(26) 3ms Jussive II forms 

a. ya-c 1c 2 fC 3- b. ya-c 1fc 2C3-

yagHr 'release' yas+rt 'cauterize' 

yak'IHr 'plant' yaHrx 'make incision' 

yakm+r 'pile up' yadfrg 'strike' 

yaft'fm 'block a hole' yat+rm 'break bread' 

yagfmlt 'bleed (tr.) , yagfmt' 'chew off' 

yat'f~* 'wash something' yak' fms 'taste' 

yasf~* 'think' yadfmd 'join' 

yasdf~ 'curse (tr.)' yatq~k' 'be tight' 

yafk' fd 'permit' yat'f~s 'fry (tr.)' 

yanHg 'be mean' yagfdf 'break a fast' 

yank'+s 'limp' yadffk' 'soak a cloth' 

yatkfs 'kindle (tr.) , yak+tt 'open' 

yanHs 'blow (of wind)' yakHf 'cut up meat' 

(An effort has been made to select verbs displaying a wide range 
of consonant types in the C2 : C3 sequences. This has necessitated 

languages. According to Hetzron's classification of Ethiopian Semitic, Chaha 
belongs to the Central Western Gurage group of his Outer South Ethiopic divi­
sion [Hetzron 1972, 1977]. 
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utilizing some verbs (marked with an asterisk) which on the surface 
do not appear to be triradica1s. At a more abstract level of rep­
resentation, however, I would claim that these verbs have indeed to 
be analysed as triradica1s. The analysis of parallel forms to 
these which are found in Amharic is taken up in Alemayehu Haile 
and Hayward [in preparation].) 

Without entering into details (which are taken up in section 2), it can be 

seen that in the forms of (26a), C3 has a greater sonority than C2' while in 

the forms of (26b) this is not the case. 

Assuming Les1au to be correct in setting up a single HC for forms such 

as those presented in (26) obliges us to relinquish any insistence on syl­

labic homogeneity for such classes. The mismatch between the syllable struc­

tures of (27a) and (27b) is most striking. 

(27) a. 

y " i i 
a- 9 

. /A. 
b • 

I I I 
f .j. r y 

i ., 
a-

. ~ . 
I I I I 
s .j. r t 

It should be noted that Chaha provides an example of a scenario of the 

sort sketched by LowenstallDD and Kaye for their "Semitic hybrid", for we have 

what purports to be a single morphological class with two distinct possibili­

ties for syllabification. 

In a synchronic analysis utilizing the CV tier--at least a generative one 

operating with morpheme invariance--we might seem obliged to choose between 

(28a) and (28b) when positing a unique underlying morphological template for 

Jussive II. 

(28) a. -CCVC- b. -CVCC-

Expressed in terms of syllable structure, these entities would have to be 

analyzed as in (27a) and (27b) respectively. It will be noted that in (27a) 

the initial C has to be syllabified as a coda of some preceding syllable. 

Now a consideration of syllable markedness might lead us to opt for (28a), 

since it contains a simpler syllable type, viz. C.CVC, and CVCC syllables 

are not only universally more marked [Kaye and LowenstallDD 1982], but are rec­

ognized as such by Chaha word structure, which t.o1erates them only finally. 
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It would not seem possible to derive surface alternants containing the -CVCC­

stem without invoking a transformational rule of metathesis. Faced with an 

analysis requiring recourse to this sort of rule might incline us to drop 

the analysis of Jussive II as a single MC in favour of one with two MC's, 

thus reverting to Les1au's earlier analysis. 

There is, in fact, another possibility open to us. I believe that it is 

not only possible but independently desirable to analyze occurrences of the 

high central vowel + in Chaha verb forms as resulting from epenthesis, 

just as in Amharic. Thus, we are enabled to set up a unitary morphological 

template, viz. 

(29) -CCC-

A rule of epenthesis, which is sensitive to the relative sonorities of conso­

nants that come to be associated with the last two C slots, derives the two 

alternants (cf. the case taken up in 2.2). It should be noted, however, 

that even with + supplied epenthetica11y, no unique (homogeneous) syllabic 

structure can be assigned to (29). 

1.3. Case 3: The Tigrinya (Type A) Imperfect. The Imperfect stem of the 

so-called Type A tri1iteral verbs in Tigrinya poses an interesting problem. 

An examination of the paradigm of s-b-r 'break' given in (30) (pace Leslau 

[1941:Tab1eau VI]) reveals two stem alternants. the shorter of the two occur­

ring whenever an inflectional suffix is added. 

(30) Tlpe A Imperfect 

'I (etc.) am breaking' 

1s ?+sabb+r 1p n+sabb+r 
2ms t+sabb+r ~p t+sabru(ta) 
2fs t+sabrl 2fp t+sabra(ta) 
3ms y+sabb+r 3mp y+sabru(ta) 

3fs t+sabb+r 3fp y+sabra(ta) 

If we were to assume that the short alternant is closer to the underly­

ing stem form, we should need to derive the gemination of the second radical, 

which would be an operation for which there would certainly be no motivation 



146 Studies in African Linguistics 19(2), 1988 

in the phonology of Tigrinya; word forms terminating in sequences of single 

C++ + C being not at all uncommon. If, however. we start with the longer 

form and (as for Amharic and Chaha) assume + to be epenthetic, a plausible 

analysis is available. This means that in terms of C and V the prosodic tem­

plate would be -CVCCC_. 1 3 Tigrinya syllable structure permits neither branch­

ing onsets nor multiply-branching rhymes; thus given a morphological repre­

sentation for the lmp such as 

(31) C C~VCCC I -,...-~---
V 

I 
r 5 Ii r:::..----a 

"J/ I 
I 
u 
I 

\.l \.l \.l \.l 

a rule degeminating the second radical and the insertion (post-lexically) of 

+ between the prefix and stem would render the form fully sy1labifiab1e, 

viz. 

(32) A. 
y + 

a 

s0b 
a 

A 
r u 

The other a1ternant preserves the gemination and achieves syllabification by 

means of +-Epenthesis. (The relationship between degemination and +-Epen­

thesis as alternative modes of rectifying inadequate prosodic structure is 

discussed in the case taken up in 2.3). 

The stem alternations of the Tigrinya (Type A) Imperfect pose considera­

ble difficulties for "Principle {55)". Making use of the theoretical device 

of null elements for handling gemination as proposed in Lowenstamm and Kaye's 

treatment of Tiberian .Hebrew and Arabic (see especially pp. 117ff), we may 

posit a syllable-based definition for this MC such as (33), 

131 have made use of a simplified symbolization for gemination here, i.e. 
as B:.. The fuller symbolization appears in example (38). Arguments which 
justify treating gemination as involving a special configuration on the Skel­
etal Tier are presented in Hayward [in preparation]. A brief discussion of 
the matter appears in the present paper in the introductory portion of sec­
tion 2. 



In Defence of the Skeletal Tier 

(33) (J 

.~. 
and derive the long alternant as in (34). 

(34) 1-7- ~ .. /'<V~· 
a 5 b r + 
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But it would seem likely that whatever means we adopt for deriving the short 

alternant, we shall not be able in doing it to avoid changing the prosodic 

categories (onset, coda) for both the second and third radicals. 

1.4. Case 4: The Harari (Type A) Imperfect. Like Tigrinya Harari does not 

permit multiply-branching rhymes; potential violations of this syllable 

structure condition are avoided by an epenthesis involving the vowel i. 

According to Kenstowicz and Kisseberth [1979:223-225], who follow Leslau 

[1958:l7ff.), one situation where epenthesis is needed arises in those forms 

of the Imperfect that lack a (word-final) inflectional vowel, i.e. all mem­

bers of the paradigm except 2fs, 2p, and 3p. Expressed in terms of C and V, 

the template for the (Type A) triliteral Imperfect is -CVCC-. In the follow­

ing paradigm of ~'-m-k' 'squeeze' epenthetically inserted vowels appear in 

phonetic brackets.l~ 

(35) Type A Imperfect 

'I (etc.) am squeezing' 

Is i~'amk'[ i] lp n[ i Wamk'[ i] 

2ms t[ i Wamk'[ i] 2p t[ i ]~'amk'u 

2fs t[ i ]~' amk' i 

3ms y[ i ]~' amk' [ i ] 3p y[ i ]~'amk' u 

3fs t[ i ]~'amk'[ i] 

l~It is not unlikely that the prethematic i in the 1s is also epenthet­
ic. This can be maintained if we posit an underlying X slot for the Is pre­
fix. This may be linked to the minimally specified consonantal segment, viz. 
[1] under certain conditions. Leslau [1958:3) does list glottal stop among 
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The fact that epenthetic appears word-finally means that throughout the 

paradigm the stem-final consonant maintains its prosodic categorization as 

an onset, viz. 

(36) a 

./,fJ 
I + 
k' I 

Harari then joins the Arabic case adduced by Lowenstamm and Kaye as evi­

dence for their principle. But what does it amount to? Sometimes the prin­

ciple holds, sometimes it doesn't. A statistical count of all the available 

relevant language data might or might not allow us to conclude that non-con­

formity to ~rincip1e (55) was the marked situation; this remains an empirical 

issue. We are, however, obliged to conclude that since a syllable-based def­

inition for morphological classes cannot be consistently applied, some form 

of Skeletal Tier is still necessary. 

2. Afta1yses of the Amharic, Chaha, and Tigrinya Cases 

In the remainder of the paper I present analyses of the cases in 1.1-1.3 

and consider further data from Harari which suggests that the analysis pre­

sented in the preceding section is not the entire story. 

In the approach we have just reviewed, full prosodic structure is assumed 

to be present at an underlying level, with the result that an entity such as 

the Skeletal Tier turns out to be entirely derivative and, in consequence, 

redundant. The wholly opposite view would, of course, be to start with the 

Skeletal Tier and, after proper association of consonantal and vocalic melo­

dies, derive prosodic structure by means of redundancy rules. However, giv­

en an Autosegmental approach to non-concatenative morphology such as McCar­

thy's, it does not seem possible that prosodic structure could be made en­

tirely redundant. IS The differential association of consonantal and vocalic 

the phonemes of Harari, but he does not set one up for the 1s prefix, nor, in­
deed, for any otherwise vowel-initial situations in words. I leave the mat­
ter open here since our concern for the moment is with word-final vowels. 

ISIt is presumed, however, that prosodic structure could be erected en-
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melodies will require the presence of some "differentiating mechanism in the 

Skeletal Tier. McCarthy's V and C elements, which serve to anchor the vocal­

ic and consonantal melodies, are, by definition, [+syl1abic] and [-syllabic] 

respectively. Such an intrinsic distinction also provides the information 

required for an algorithm of syllabification. But, as the various examples 

discussed in Part I will have made clear, there is no guarantee that syllabi­

fication will be complete until the entire surface word is derived. 

The arguments levelled against a CV skeleton of the type proposed by Mc­

Carthy (see Levins [1983:l2ff.], Archangeli [1984:183-185]), seem to the 

present writer to be quite compelling. The main point of the argument is 

that [syllabic] is not really a distinctive feature in the way that, say 

[coronal] or [low] are, and that "sy1lab1e-headedness", Le. syllabicity, is 

expressed by means of the prosodic structure itself. Thus, it is claimed 

that a skeletal tier in which syllable heads are distinguished will provide 

just enough information for the association of vocalic and consonantal melo­

dies, and will, at the same time, constitute an embryonic prosodic structure. 

Accordingly, CV-based morphological templates 16 such as, for example, that of 

(37a), which defines the Jussive stem for Amharic quadriliteral verbs, will 

be replaced by a partially syllabified template such as that of (37b). 
I I 

(37) a. CVCCVC b. XXXXXX 

In fact, I would maintain that entities with such a limited vocabulary 

are not always adequate for the association of autosegmental melodies and 

that certain cases call for an enrichment of the representation [Hayward, in 

preparation]. It is marginally necessary to enter into this here because a 

discussion of the Tigrinya data confronts us with gemination. Let it suffice 

here simply to observe that geminate consonants are represented as two (non­

syllable head) skeletal slots linked to one element of the consonantal melody. 

tirely by redundancy rules in languages not operating with distinct consonan­
tal and vocalic melodies: cf. remarks by Levins [1983:22]. 

16Since it is being argued here that prosodic structure may be incomplete 
at the levels where morphological structure is assembled, it seems preferable 
to speak of "morphological" rather than "prosodic" templates, which was McCar­
thy's original term. 
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However, rather than achieving this configuration by means of spreading 

(which presents certain technical difficulties), the two skeletal slots are 

prelinked to a single "receptor matrix". This is 'ilymbol tzed as in (38) .17 

(38) x X 
V 
[ ] 

I 
[F) 

Properly associated representations for the Perfect stem of an Amharic quadri­

lateral such as g-I-b-t' 'overturn' would appear as in (39). 

(39) Perfect stem g2Wibbat'-

I I I 
X X X X X X X X 

\7~ gl~ 
The arguments for this mode of representing gemination are too detailed to 

rehearse here. They appear in full in the paper referred to above. 

We return now to an account of the Amharic data presented earlier. 

2.1. Case I: The Amharic Jussive (Type A) Stem. In an earlier paper [Hay­

ward 1986] I discuss a number of issues concerning Amharic syllable structure, 

but for the present purpose it is only necessary to note that there are no 

complex onsets in the language. This point, however, needs some clarifica­

tion since there are many instances of word-initial (and hence syllable-ini-

tial) consonant + w sequences, e.g. 

(40) [~Jas 'ball' 

[9w Jaddala 'it got less' 

[~Jam[~Ja 'pipe' 

'" [t' w Jat 'morning' 

17Cf • also Smith's [1985] proposals vis a vis the representation of in­
variant gemination. 
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'file' 

However, these are analysed as complex segments, rather than as complex (or 

branching) onsets, i.e. as (41) rather than as (42) or (43). 

(41) CJ (42) CJ (43) CJ 

/'1 ~ --<'1 
X X X X X 

[~] I I I I 
][ ][ 

It is of interest that the capacity to express such a distinction formally is 

by no means unimportant. Differential behaviour is predicted by such struc­

tural distinctions. 1S Thus, we might well expect the leftmost elements of 

the structure depicted in (42) or (43) to be capable of resy11abification (as 

a coda,) word-intern.a11y, whereas we should not expect it for (41). With the 

exception of consonant + wall types of consonant sequences in Amharic may 

be split by epenthetic processes and so require resy11abification [Hayward 

1986:316-317]. This behaviour supports the analysis of such phonetic com­

plexes according to the configuration of (41). It is not immediately obvious 

how the complex segmentvs. complex/branching onset distinction would be ex­

pressed within a theory operating without a skeletal tier. 

Although Amharic syllable structure does permit syllables with certain 

types of multiply-branching rhymes, no syllable of this type is permitted 

other than in word-final position. Onset-less syllables are also permitted, 

but are restricted to word-initial position. These distributional con­

straints can be expressed by means of Negative Word Structure Conditions such 

as the fo110wing 19 (cf. Clements and Keyser's [1983:29] Negative Syllable 

lSIt is clear that the configurations of (42) and (43) also present dif­
ferent structures, and if both are not available, which of the two best rep­
resents the nature of pre-rhyme complexity is an important theoretical issue. 
This is not taken up here. 

19Idiosyncrasies of syllable distribution both here in /llnharic and in 
Chaha (see (65» are handled as word-structure properties. I have preferred 
this approach to one invoking considerations of extrametrica1ity. Many lan­
guages appear to furnish phenomena requiring the recognition of the word as a 
domain exercising distinct phonotactic constraints. I suggest that such con-
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Structure Constraints): 

(44) * a 

~ 
(X) X X X z]. 
(z represents any permitted structure but may not be null.) 

(That is, syllables with multiply-branching rhymes may not occur non-final­

ly.) 

(45) * a 

~ 
X (X) (X) 

(Z represents any permitted structure but may not be null.) 

(That is, onset-less syllables may not occur non-initially.) 

I assume a maximally general algorithm for syllabification such as (46). 

(46) Syllabification 

(i) Co-syllabify all skeletal slots to the left of a syllable head, 
subject to the (language-specific) constraints governing (a) on­
sets and (b) word structure. 

(ii) Co-syllabify all skeletal slots to the right of a syllable head, 
subject to the (language-specific) constraints governing (a) co­
das and (b) word structure. 

As far as prosodic structure is concerned, morphological templates dis­

tinguish only those syllable heads that define the morphological class. Syl­

labification operates at all levels in the morphology (after the association 

of consonantal and vocalic melodies has taken place) as well as post-lexical­

ly. Unsy11abified elements (marked with a tick) are accomodated by the cre­

ation of syllable heads, i.e. by epenthesis. The epenthetic vowel is [+J, 
which (following Archange1i [1984:38-64]) can be regarded as the maximally 

underspecified vowel of the language. Except when its derivation is impinged 

upon by some phonological rule (such as assimilation), all the distinctive 

feature values for the epenthetic vowel are supplied by redundancy rules. 

straints govern the distribution of syllable types in the languages discussed 
here, though there seem to be cases where the distribution of particular seg­
ments requires reference to word structure. 
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The template for the Type A Jussive stem is assumed to be as in (47). 

(47) 
x X X X 

Application of (46) to the underlying forms of the prefix-less second person 

forms of the paradigm, represented by the 2ms form of (48), fails to accomo­

date the initial element. 

(48) 

X' 
~ 

X X X 'dance!' (2ms) 
I 
z 

I I I 
fan 

Creation of a syllable head after the unsyllabified element renders the lat­

ter syllabifiable as an onset, viz. 

(49) ,/1 ~ 
X X X X X 
I I I I I 
z [ ] fan 

The prefixes of the remaining forms of the paradigm are single consonants 

underlyingly, with the result that there are two unsyllabified elements, viz. 

(50) 

x' X' X~ 'let him dance!' (3ms) 
I I I I I 
y z fan 

A single syllable head created after the leftmost element renders both of 

them syllabifiable, viz. 

(51) 
~ 

X X X 
I I I 
y [ ] z 

X~X 
I I I 
fan 

Since most occurrences of +, which is a very common vowel in Amharic, 

are of an epenthetic nature, it is instructive to examine the rule(s) in­

volved. In my earlier account it seemed necessary to distinguish as many as 

five distinct rules. Subsequent consideration, however, has made it appear 
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possible to reduce this number. 2Q One matter that originally appeared to 

present a complication was gemination. Allowing syllabification to apply at 

all points in the derivation makes a rule such as (52) (operating progres­

sively from left to right) perfectly adequate for items such as those in 

(53) ; 

(52) I 
" -+- X / X' - X 

I 
[ ] 

(That is, a syllable head is created after an unsyllabified skeletal slot.) 

(53) z[ + ]fan 

y[ + ]zfan 

s[ + ]nt 

ayzafn[ + ]m(m) 

t[ + ]nn[ +]~ 

etc. 

'dance' 

'let him dance!' 

'how many/much?' 

'he is not dancing' 

'small' 

200ne type of i-Epenthesis, described in Hayward [1986:317], Rule (39), 
remains intractable as far as unification is concerned. It is a rule that 
inserts + in front of words beginning with r, creating surface words such 
as frob 'Wednesday', +rguz 'pregnant', +rk'at 'distance~, etc. It might 
appear that this rule could be accommodated if we were to propose a Negative 
Word Structure Condition prohibiting syllables with r as their onset conso­
nant in word-initial position. However, the rule is optional for some lexi­
cal items, but obligatory for others. This is quite unlike the operation of 
of other i-Epenthesis rules, which are exceptionless. Furthermore, the pre­
r i-Epenthesis rule operates as an alternative to the regular i-Epenthesis 
in words such as +rg+b ~ r+g+b 'pigeon'. Pre-r i-Epenthesis might be ana­
lysed as a late lexical rule. This would explain the obligatory nature of 
its operation in some items only. In cases such as the word for 'pigeon' 
above, where the rule could optionally apply but happens not to (Case 2 be­
low), we find that regular i-Epenthesis applies post-lexically, viz. 

Case 1 Case 2 

Underlying Representation r 9 b r 9 b 

:i-Epenthesis (lexical) +rgb 

i-Epenthesis (post-lexical) +rg+b rtg+b. 
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Consider the derivation of the final 

(54) Underlying Representation21 

Epenthesis (Rule 52) 

Syllabification (46) 

Epenthesis (Rule 52) 

Syllabification (46) 

Surface Form (after the 
redundancy rules have sup­
plied features for the 
epenthetic vowel) 

item in the list in (53) 

X' X, X' X' 

I 
~ 

I 
[ ] 

I 
t n ~ 

X' X X' X' X' 

I I YJ I I 
t [ ] n ~ 

--~ X X X X, X, 

I I 'rJ I I 
t [ ] n ~ 

~ 
X X X X, X X' 

I I 'rJ I I I 
t [ ] n [ ] ~ 

~ ~ 

i i vii 
t [] n []~ 

HnnH 
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Rule (52) makes wrong predictions, however, in items such as the follow-

ing. 

21As used here the term "Underlying Representation" defines a form in 
which consonantal and vocalic melodies are already associated with the tem­
plate and the erection of prosodic structure has proceeded as far as possi­
ble. Unsyllabified skeletal slots are marked with a tick. 
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. 
(55) [+]dd[ +]1 (*d[.j. ]d[.j. ]1) 'luck, lot, chance' 

[.j. ]zz[ +]h (*z[.j.]zh, *z[.j.]z[.j.]h) 'here' 

[ +]kkw[o]1 (*k[.j.]kw[o]l) 'equal' 

t[ .j. ]n[ .j. ]nn[ .j.]~ (*t[ .j. ]nn[ .j. ]n~) 'small (intensive, distribu-

etc. 
tive) , 

For this reason it was deemed necessary to provide a further rule, such as 

(56), which would be sensitive to the geminate configuration [Hayward 1986: 

316]: 

(56) I 
III -+- X / -X' X' 

I 'rJ 
[ ] 

The derivation of the item [.j.]dd[.j.]1 'luck, lot, chance' would proceed as 

in (57). 

(57) Underlying Representation x' X' X' 

71 
d 

Epenthesis (Rule 56) x X' X' X' 

I YJ I I 
[ ] d 

~ 
X X X' X' 

Syllabification (46) 

I YI I I 
[ ] d 

Epenthesis (Rule 52) r-....... I 
X X X' X X' 

I YJ 
I I I 

[ ] d [ ] 
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Syllabification (46) 

Surface form (after all 
redundancy rules have applied) 

r---.... ~ x 

I 
~ X X 

I I I 
[ ] d [] 

i-dd.j.1 

The real question, however, is whether Rule (56) is necessary. Rules 
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such as (56) are devised in an essentially ad hoc way to prevent a general 

rule of epenthesis from "splitting" a geminate. But are geminates ever split? 

One of the surest universals we have in phonology concerns the "integrity" of 

geminates. 22 A constraint, stated tentatively as in (58), must surely be 

part of Universal Grammar. 

(58) Geminate Integrity Constraint 

In dealing with the facts of Amharic may we not simply rely upon this univer­

sal constraint to overrule any mis-application of epenthesis rules such as 

(52)? Thus, while a grammar containing (56) might achieve a measure of de­

scriptive adequacy, one without it, appealing intrinsically to Universal 

Grammar with (58), comes closer to achieving exp~anatory adequacy. 

Rule (59) represents a fully revised rule for i-Epenthesis in Amharic. 

(It may be noted that another special rule, which had been set up for dealing 

with unsyllabified elements word-finally [Hayward 1986:314-315] is incorporat-

ed here according to the Elsewhere Condition. 

(59) I {..~1} ~ .... X / a • 
I b. [ ] 

22Claims to this effect have been made repeatedly ever since the appear­
ance of Kenstowicz and Pyle's classic article in 1973-. 
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(That is, if an unsyllabified skeletal slot occurs word-finally, create a 

syllable head to its left; otherwise, create a syllable head to its right.) 

2.2. Case 2: The Chaha Jussive II Stem. According to Leslau [1964:53] the 

historical developement of Jussive II involved the merging of jussive forms 

with distinct vocalic melodies. This is illustrated here with reconstructed 

3ms forms. 

(60) *ya-c1C2 iC 3 ............ • 
* -" ya-c1 +C2C3 '" ya-c1c2 +C 3 
ya-c1c2uC 3 

For Chaha synchronically, as for Amharic, it seems entirely plausible to 

claim (for verbs at least) that + has now to be regarded as generated by 

epenthesis. No doubt neutralisation of the original contrast between the 

short high vowels in Jussive II forms contributed to this phonological re­

structuring. Elimination of + from the inventory of underlying elements in 

verb forms enables us to re-interpret the phonological history of the Jussive 

II stem depicted in (60) as in (61). 

(61) 

What then are the conditions under which i-Epenthesis in Chaha operates 

so as to generate the two surface variants? It should be pointed out 

straightaway that the distribution of the present-day -CC+C- and -c+ce­
alternants shows no correlation whatsoever with the original distinction in 

vocalism. That distinction is irrecoverable from internal reconstruction. 

The modern alternation relates entirely to considerations of syllable struc­

ture. A generalized syllable template for Chaha appears to be exactly like 

what one would propose for Amharic, viz. 

(62) a 

~ 
(X) X (X) (X) 

The template permits ev, eve, cvce, v, VC, and VCC syllable types. What is 

of immediate interest concerns the types of consonant clusters that are per-
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mitted within the rhyme. Earlier it was observed that the key determinant 

for the differential distribution of + in Jussive II forms seemed to be 

the relative sonorities of the second and third radicals. To account for 

this state of affairs formally requires reference to some scale of sonority. 

Of the various suggestions that have been made for evaluating sonority and 

for making use of such values in linguistic description, e.g. Hankamer & 

Aissen [1974], Hooper [1976], etc., Selkirk's [1984] proposal appears promis­

ing. Selkirk sets up a scale of sonority with numerical indices ranging 

from 10 (for the open vowel a) to 0.5 (for the voiceless stops). Selkirk 

is careful to say that such indices are a "provisional assignment", but adds 

(p. 112): 

"It is not clear whether the absolute integer value of the sonority in­
dices assigned to each of these segment types is important. I assign ab­
solute values for expository convenience, though for the moment I will as­
sume that only the sonority relations expressed by the indices are impor­
tant. Later we will see that in fact a purely relational characteriza­
tion of the sonority hierarchy is inadequate and that some indication of 
absolute sonority values is needed after all." 

Thus, she is fully aware that a successful exploitation of such a sonority 

hierarchy by linguists presupposes that definite sonority values for all seg­

ment types will eventually be established. An even more fundamental problem 

concerns the definition of sonority itself. Here, I believe that Selkirk 

[1984:111-112] is correct in stating that the programme of research that will 

provide the basis for such a necessarily phonetic definition will be the ob­

servation of the relative sonority values assigned to various segments in the 

phonologies of natural languages. For the present, however, I am only con­

cerned with relative sonority in Chaha, and the hierarchy presented in (63) 

facilitates the expression of relevant patterning in rhyme clusters in that 

language. It will be observed that the scale starts with an assignment of an 

index of 1 to a class of segments that behave as the least sonorous sounds in 

the phonology of Chaha. an index of 2 is assigned to the next set, and so on. 

However, having insisted that the scale is language specific, it will never­

theless be immediately obvious that the classes defined correspond well with 



160 Studies in African Linguistics 19(2), 1988 

classes defined for similar purposes in the phonologies of other 1anguages. 23 

(63) obstruents nasals iiquids glides --r , 
1 2 3 4 5 6 7 

f 5 d /3 m r w 

t 9 (z) n y 

x 

k 

t' 
k' 

Utilizing (63) the following Negative Syllable Structure Condition is 

proposed for Chaha. 

(64) * a 

!=:::::-----
X X 
I I 

[SI:<n] [SI: n] 

(That is, a rhyme cluster is not permitted in which the sonority index (SI) 

of the first (leftmost) member is less than that of the second member.) 

Chaha shares with Amharic the two Negative Word Structure Conditions giv­

en in (44) and (45). The template in (65), which is proposed for the Jussive 

II stem, terminates in three consonants, i.e. a structure which does not al­

low an associated representation such as that in (66) for the 3ms of g-f-r 

'release' to be fully syllabified. 

(65) 
X X X X 

(66) ~ 
X X X X' X' 

I J. I 
y a 9 

I I 
f r 

23The scale used here is set up then solely with the description of Chaha 
in mind. Although there is no intention here to attack Selkirk's Sonority Hi­
erarchy, it may be of interest to note that in Chaha voiced and voiceless 



In Defence of the Skeletal Tier 161 

The presence of the final consonant ensures that only the 9 will be co­

syllabified with the initial syllable head; leftward co-syllabification of 

the f, even if (64) did not obtain, would be barred by Word Structure Con­

dition (44). 

As far as epenthesis is concerned the issue may be whittled down to the 

simple question of whether the relative sonorities of C2 and C3 are such as 

to allow them to constitute a rhyme cluster. If they can form such a clus­

ter, i.e. if (64) is not violated, epenthesis will create a syllable head af­

ter Cl ' but if they cannot, epenthesis creates a syllable head after C2• A 

Rule of epenthesis formulated for sensitivity to these conditions is proposed 

in (67). 

(67) 

a. 

b. 

(That is, if an unsyllabified skeletal slot occurs word-finally and it is 

linked to a segment which has greater sonority than that of the segment 

linked to the preceding skeletal slot, create a syllable head to its left; 

otherwise, create a syllable head to the left of two unsy1labified skeletal 

slots.)25 

fricatives do not pattern in accordance with her proposal [Selkirk 1984:112]. 

2~The leftmost X slot in the more specific environment of the rule is 
not marked as unsyl1abified. This is because the same process applies in 
word-final sequences even when the string consists of only two consonants. 
In other words, it does not matter whether the penultimate consonant is un­
syllabified or not. 

250ne point to note is that rule (67) for Chaha makes final consonant 
clusters in Jussive forms the unmarked member of the pair of stem alternants, 
whereas if we follow Leslau, we must assume that their historical antecedent 
was uniformly of the shape *VCCVC. This evidence of reversal of the domin­
ant pattern provides strong support for the interpretation advanced here to 
the effect that restructuring of the vowel system simply eliminated + phO­
nologically. 
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The operation of this rule is illustrated in the derivations of the 3ms 

forms yafk'+d. 'let him permit!' and yak'+ms 'let him taste!'. 

(68) Underlying 
Representations 

Epenthesis (67) 

~ 
X X X 

I J. I 
y a f 

~ 
X X X X' 

I J. I I 
y a f k' 

X' X' 

I I 
k' d 

X X' 

I I 
[ ] d 

~ 
X X X X' X' 

I I I I I 
Y a k' m 5 

~ I 
X X X X X' X' 

I I I I I I 
Y a k' [ ] m 5 

Syllabification 
~ ~ ..,/1 X~ X X X X X X X X 

I 
y 

Surface Forms 
(after redundancy 
rules have supplied 
features for the 
epenthetic vowels) 

I I 
a f 

yafk' +d 

I I I 
k' [ ] d 

I I I I I I 
Y a k' [ ] m 5 

yak'+ms 

In Hayward [1986:314-315] some cases of epenthesis in Amharic were also 

described for word-final clusters. But Amharic does not employ the delicate 

selection mechanism of Chaha, where obstruents need several subdivisions. A 

gross distinction between obstruents and non-obstruents, i.e. "sonorants", is 

all that is required. Since both languages allow syllables with multiply­

branched rhymes in word-final position, the difference between them 

reduces to one of Syllable Structure Conditions. The Amharic counterpart of 

the Chaha Negative Syllable Structure Condition in (64) is (69a), which could 

also be expressed as in (69b). 

(69) a. * a b. * a 

~----X X 
~ 

X X 
I I I I 

[SI: !:4] [SI: ~5] [+obstr] [-obstr] 

2.3. Case 3: The Tigrinya Imperfect. For three of the Ethiopian Semitic 

languages considered in this paper epenthesis rules that insert a high cen­

tral vowel + have been postulated. In the fourth case (Harari) the epen-



In Defence of the Skeletal Tier 163 

thesis involved the high front vowel 26 Furthermore, it has been claimed 

that everyone of these rules is motivated by considerations of syllabifica­

tion. The analysis sketched out in section 1 for the stem in the Imperfect 

of Type A verbs in Tigrinya raises an important question concerning the stage 

in the morphology/phonology at which i-Epenthesis takes place because an 

alternative to i-Epenthesis is available for Tigrinya in the shape of a rule 

of Degemination. Since both rules "conspire" towards the same end, i.e. the 

complete syllabification of the surface word, it is necessary to determine 

the precise conditions under which each rule operates. The template hypothe­

sized for the stem in ques.tion is shown in (70): 

(70) 
x X v X 

[ ] 

Seen from the point of view of phonology per se there is no obvious reason 

why suffixation of the vowel-initial suffixes in 2fs, etc. (see (30» should 

trigger Degemination; i-Epenthesis would have been just as effective in ren­

dering these forms syllabifiable, as can be seen by a consideration of the 

2fs form. (In the derivation in (71) an i-Epenthesis rule is assumed to op­

erate very much as in Amharic, and, as far as the verb forms under discussion 

are concerned, this assumption seems to be a reasonable one.) 

(71) Underlying Representation 

Epenthesis (two 
applications) 

~ /'1 
x· X X ~' X X 

I I I [ I ] I I 
t 5 a b r i 

/'1 
X X X 

I I I 
[ ] r i 

26Even in Harari this vowel is often centralized in ita pronunciation. 



164 Studies in African Linguistics 19(2), 1988 

Syllabification (46) ,./1 ~ ,./1 /"1 

iii i ~x iii 
t [] sa b [] r i 

Eventual surface form Hsabb';'ri 

In fact, t';'sabb';'ri is incorrect, but there is nothing ill-formed about the 

word phonologically. The 2fs form of the Jussive of a Type B word such as 

f-s'-m 'finish (tr.)' in Tigrinya presents just such a surface structure, 

viz. (?ay)t';'fas's'';'mi The non-occurrence of such a form as *t';'sabb';'ri 

must be attributed in part to morphological factors. 27 The conjunction of 

the vocalic suffixes (found in 2fs, 2mp, 2fp, 3mp, 3fp) together with (imper­

fect] and [Type A] defines the conditions under which Degemination takes 

place. Together with the appropriate suffixes the degeminated alternant of­

fers no obstacle to a satisfactory syllabification. (It will be noted, how­

ever, that f-Epenthesis will still be required to handle the junctural clus­

ters of prefix and stem.) The remaining forms, in which the full set of req­

uisite morphological features do not co-occur, do not undergo Degemination, 

though subsequently they all undergo f-Epenthesis. 

Given the model of Lexical Phonology, this sort of behaviour can be ac-

" ••• the Harari vowel is often interchanged with a (=.;. as employed 
here--RJH] in Harari itself and corresponds to the vowel a (=.;. RJH] of 
the other Ethiopic languages." (Leslau 1958:4] 

27Kenstowicz (1982:110] also clearly regards the stem shape alternation 
in the Tigrinya Type A Imperfect as morphological, though he does not suggest 
that it is in any way motivated by concerns of syllable structure. I assume 
Degemination to be something like the following. (The rule is illustrated 
with 2fs t';'sabri 'you(f) broke (sthg)'. 

~ 

iii ~. 
t s a b 

/'1 
x x 

I I 
r i 
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commodated without difficulty.28 Tigrinya Degemination is clearly a rule 

constrained to apply only at a particular lexical level, in this case the 

level at which inflectional suffixes are introduced. For Tigrinya, as indeed 

for all the languages discussed here, i-Epenthesis has to be seen as a post­

lexical rule, i.e. a truly exceptionaless phonological rule triggered by 

purely phonological determinants. 

The same model explains very well the problem in Harari discussed by Ken­

stowicz and Kisseberth [1979:233-235]. Examination of the Type A Imperfect 

of Harari (given above in (35» shows that the final of the 2fs form is 

hypothesized as an underlying vowel. (It is, in fact, cognate with the 2fs 

-i suffix of Tigrinya, which we have just considered.) For many verbs 2fs 

and 3fs forms are identical, though in the latter, final is claimed to be 

epenthetic. However, in triliteral verbs in which C3 is a coronal, palatali­

zation occurs in 2fs forms, but not in 3fs forms, e.g. 

(72) 2fs Im~erfect 3fs Im~erfect 

tic'amk'i t ic'amk' i < c'-m-k' 'squeeze' 

t i lamJi t i lamdi < I-m·-d 'learn' 

t i lab~i t llabsi < I-b-s 'dress' 

tinadyi t i nad Ii < n-d-I 'make a hole' 

Moreover, as Leslau [1958:18] observes: 

"The palatalization can also affect the 1st or ·2nd radical of the root if 
it is a dental. liquid or sibilant. Thus, ti~abri , from sbr 'break'; 
tikacbi , from ktb 'write'; tic'alfi , from t'lf 'rob'; ••• " 

Very clearly palatalization, occasioned by suffixation of the 2fs inflec­

tion, is a rule restricted to a specific lexical level--probably the same lev­

el as that at which Degemination takes place in Tigrinya. 

It will be recalled that the discussion of the Harari Type A Imperfect in 

Part I conceded that the phonology of the language provide support for tRe 
putative "Principle (55)". I should like finally to look at a further aspect 

28For a good overview of the model the reader is referred to Kaisse and 
Shaw [1985]. 
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of Harari verb morphology that suggests that Harari too is at heart a non­

conformist with respect to the said principle. 

A side-by-side inspection of the Jussive and Imperative forms for Type A 

verbs in Harari, as in (73), would seem to suggest that postulation of a sin­

gle paradigm as argued for Amharic (see the case in section l.l) would be 

fraught with difficulties. 

(73) Jussive Iml2erative 

ls na~'mak' 

2ms ~, lmak' 

2fs ~'imak' f 

3ms ya~'mak' 

3fs ta~'mak' 

lp na~'mak' 

2p ~, imak'u 

3p ya~'mak'u 

In fact Leslau [1958:25-26] does make precisely this claim., He achieves this 

by analyzing the prethematic a (in the non-Imperative forms) as part of the 

prefix, rather than as part of the stem, i.e. as ls na-~'mak', 3ms, 

ya-~'mak' ,3fs ta-~'mak', etc. This enables him to set up the common can­

onical form -C 1(i)C 2aC S- for the Jussive/Imperative of Type A triliteral 

verbs. The longer stem alternant ~'Imak'- , found in Imperative forms,29 can 

well be accounted for by epenthesis. SO If this is the case, then we have a 

further instance of a consonant in a morphological class behaving at certain 

times as a coda and at others as an onset, viz. 

(74) a. ~ A.. 
.. ,'/ J·'k' yam a 

a. /1 
~, i ~k' m a 

29It is also found throughout the negative. 

30Leslau does not actually say this, but his representation of the in 
parenthesis, plus his explicit recognition of final i as "euphonic" in 
forms with consonant clusters stem-fipally, suggests a tacit recognition of 
the status of this vowel. 
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The crux of Les1au's analysis is the analysis of a with the prefixes. 

But is this either desirable or necessary? I believe it is undesirable since 

it obliges us to posit morphologically determined allolllQrphy for these pre­

fixes, i.e. ya-, ta- , etc. with the affirmative Jussive stem, but y-, 
t- , etc. elsewhere. 

MOreover, reflection on the principled behaviour of vocalic elements in 

the verb systems of Ethiopian Semitic languages in general makes it possible 

to suggest an alternative. It has been claimed [Taddese Beyene, forthcoming] 

that under1ying1y the Amharic verb system employs just one vowel, namely, the 

mid central vowel a The significance of this insight, when viewed from 

the vantage point of a model of phonology utilizing Autosegmenta1 and Under­

specification theories is developed in Hayward and Watson [in preparation]. 

Furthermore, the insight carries over to many aspects of verb morphology in 

other Semitic languages of Ethiopia. This is not the place to enter into a 

discussion of how fully Taddese Beyene's claim can be substantiated, but in 

our forthcoming paper we demonstrate that at all lexical levels the monovoca1-

ic me10dy,31 which in the default case comes to be realised as a, is asso­

ciated with any skeletal slot functioning as a syllable head. Moreover, as 

exemplified by comparison of the Perfect and Imperfect 3ms imperfect forms of 

the Type A Passive stem in Harari, a can be associated with a skeletal slot 

preceding that associated with the first consonant radical. 

(75) a. Perfect tak'abara 
'he was buried' 

k'br: 
/I~I 

X X X X X X X X 
I~~ I 
t a a 

[pasSive] 

b. Imperfect yitk'abar 
'he will be buried' 

Y 
I 
X X 

I 
t 

k'br. 
/I"~ 

X ~ X 

a 
[pasSive] 

31 In accordance with the insights of Underspecification Theory, this vow­
el could be distinguished simply as [-high], though see Hayward and Watson 
[in preparation]. 
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There is some evidence which can be used to argue that a may spread to skel­

etal slots altogether outside the template itself. In Harari, for example, 

all the object pronoun suffixes (except the 3fs form) have alternants with 

a. These alternants occur with those verb forms which do not have a final 

vowel inflection, viz. 

(76) 3ms subject 32 subject 

yigadl -ax 'he kills you(m.) , yigadlu-x 'they kill you(m.) , 

yigadi -a~ 'he kills me' yigadlu-~ 'they kill me' 

yagdal -as 'may he kill yagdaiu-s 'may they kill you(L)! ' 
youeL)!' 

If we assumed that these object suffixes are underlyingly consonant-initial, 

the occurrence of the a could be seen as comparable to that of the epenthet-

ic (post-lexical) for Harari, i.e. as supplying prosodic structure. In 

such a case we would have a morphologically determined creation of a syllable 

head. 32 Here, however, phonic substance might become associated with the new 

slot by assimilation, as in the derivation in (77) of yigadlan 'he kills 

me' • 

(77) Underlying Representation ~ 
X' X X X 
I I I I 
y gad 

X' X' 

I I 
I ~ 

32The argument might appear to be weakened by the fact that a appears 
(with the same distribution) together with the plural forms, e.g. 

Im2erfect (3ms subject) Jussive (3ms subject) 

yigadi -ana 'he kills us' yagdal -ana 'may he kill us! ' 

ylgadl -axu 'he kills you(p) yagdal -axu 'may he kill you(p)I' 

yigadl -ayu 'he kills them' yagdal -ayu 'may he kill them! ' 

Consideration of the Jussive forms shows that no violation of syllable struc­
ture would occur if a were not present. We have probably to reckon with 
analogical levelling to explain these plural forms. But it has to be recalled 
that we are considering patterns that should be regarded as lexicalized from a 
synchronic point of view, i.e. forms where fully phonological explanations 
are no longer possible. 
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Epenthesis (Lexical) and 
assimilation X' 

~ 
X X X 

I 
X' X X' 

I I L--I---I- -- I 
y 9 a d I X 

Syllabification (46) 
X, x/f'x ~ X X X 
I I I I I I I 
y 9 a d I a II 

Epenthesis (post-Lexical) I ~ ~ X, X X X X X X X 
I I I I I I I I 
y [ ] 9 a d I a x 

Syllabification (46) .-/1 ~ ~ 
X X X X X X X X 
I I I I I I I I 
y [ ] 9 a d I a II 

Surface Form yigadlall 

169 

The view that the vocalic melody may extend its influence beyond its primary 

and proper domain, i.e. the stem, is in some ways reminiscent of vowel harmo­

ny. 

Returning to the Harari Type A Jussive it is now possible to suggest 

that the prethematic a in na~'mak', etc. results from just such a lexical 

attempt to resolve an unsyllabifiable string, as was outlined for the object 

suffixes. The morphological restrictions on this process are comparable to 

those governing the rule of Degemination in Tigrinya, for example. Both pro­

cesses have to be sharply distinguished from fully perVasive post-lexical 

processes such as i-Epenthesis. 

3. Conclusion 

In Section 2 of this paper I have proposed a series of analyses for morpho­

logical alternations found in several African Semitic languages. In every 

case the analysis has depended heavily upon a particular theoretical con­

struct, namely, the Skeletal Tier. The analyses would not have been possible 

without this entity. The analyses themselves then furnish evidence for the 

value of the Skeletal Tier, and so complement the arguments adduced in Sec­

tion 1, which attempted to demonstrate that a recent proposal to define morpho­

logical templates in strictly prosodic (syllable-based) terms was untenable. 
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DISTINCTIVE NASALITY IN KWAWU: 
A PROSODIC ACCOUNT 

Outi Bat-E1 
UCLA 

Nasality in Kwawu is distinctive in vowels but predictable 
in consonants. This uncommon distribution is interpreted 
here in prosodic terms. It is claimed that the feature 
[+nasal] is represented on morae rather than on individual 
segments. The assignment of the feature [+nasal] is inte­
grated with syllabification rules, which explains the pro­
sodic characteristics of nasality. Further evidence is 
drawn from the distribution of nasality in reduplicated 
forms; the moraic representation of the feature [+nasal] 
is crucial for the analysis of reduplicated CV stems. 

O. Introduction 

Kwawu, spoken in the Eastern Region of Ghana, is a dialect of Akan, a 

member of the Kwa sub-branch of the Niger-Congo Fami1y.1 This article is 

concerned with nasality in Kwawu, in particular the correlation between the 

syllable structure and the distinctive distribution of the feature [nasal] 

(where distinctive distribution refers to representations prior to local as­

similation rules). Like in other dialects of Akan (see Schachter and Fromkin 

[1968] and Do1phyne [1987]), nasality in Kwawu is distinctive in vowels only, 

while predictable in consonants. I will argue that this uncommon distribu­

tion of nasality can be best accounted for in prosodic terms, and suggest 

that the feature [+nasal] is under1ying1y represented on the mora, from 

where it percolates to the segments dominated by this mora, while [-nasal] 

is assigned by default. The direct relation between the syllable structure 

11 wish to thank Mr. Yaw Ntiamoah Agyakwa for his consultant work. Mr. 
Yaw was born and raised in Obomen, Kwawu, and lived in Kumase, Asante for 4 
years. 



174 Studies in African Linguistics 19(2), 1988 

and nasality is demonstrated by the incorporation of the assignment of nasal­

ity with syllabification rules. 

Further evidence for this proposal is given by the distribution of nasal­

ity in reduplicated forms. Reduplication in Kwawu is roughly a stem copy, 

with some modification of the copied vowel in monosyllabic stems. Deviation 

from this generalization is exhibited by Ca stems, where C is oral; in 

this case the feature [+nasal] is not copied. I will argue on independent 

grounds that in Kwawu a is underspecified, thus represented by an empty 

root node, and assume that [+nasal] cannot percolate to an empty node. Re­

duplication, which does not copy the moraic tier, applies before the empty 

node is specified and thus before the feature [+nasal] is licenced to perco­

late. Therefore, the copied segmental material does not include the feature 

[+nasal]. 

The article is organized as follows. In section 1 I present the syllable 

structure in Kwawu, with particular emphasis on CVN syllables (where N stands 

for a nasal consonant), whose structure is ambiguous amongst languages. I 

then propose a set of syllabification rules which derive all permissible syl­

lables. In section 2 I examine the distinctive distribution of nasality, and 

point out the disadvantages of a linear analysis which assumes that the pho­

nemic inventory of the language consists of oral vowels, nasal vowels, and 

oral (but not nasal) consonants. I will then offer a representation in which 

the feature [+nasal] is underlyingly specified on the mora. The benefit of 

this representation is reflected by the direct relation between the syllable 

structure and the distinctive distribution of nasality. I will show that 

the distinctive distribution of nasality can be properly incorporated into 

syllabification rules, which explains its prosodic characteristics. Further 

evidence for this proposal is given in section 3 where the behaviour of the 

feature [+nasal] in reduplicated forms is perused. I will show that the pe­

culiar behaviour of nasality in reduplicated forms can be best accounted for 

under the assumption that [+nasal] is represented on the mora. 

1. The Syllable Structure 

The syllable structure in Kwawu is a crucial factor in the analysis of 

the distinctive distribution of nasality proposed here. In section 1.1 I 

outline the theoretical concepts relevant to my discussion, pointing out the 
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advantages of the moraic theory for the present analysis (the reader is re­

ferred to the references mentioned there for more comprehensive exposition). 

In section 1.2 I examine the syllable structure in Kwawu, in particular the 

structure of CVN syllables, which are known to be ambiguous with respect to 

their moraic structure. I then propose a set of syllabification rules which 

derive all possible syllable structures. 

1.1. Theoretical background. Considerable attention has been given in re­

cent work to the study of the syllable structure, where two fundamentally 

different structures have been proposed to account for various syllable-sen­

sitive phenomena: the more traditional onset-rhyme structure (see Clements 

and Keyser [1983] for discussion and references) and the moraic structure 

(Hyman [1985], McCarthy and Prince [1986], and Hayes [1988]). Both views 

crucially distinguish between light and heavy syllables, as this contrast 

has been found to playa major role in phonological processes. 

(1) a. The onset-rhyme structure 

Light 

A o R 

I I 
Co V 

b. The moraic structure 

Light 

a 

A 
o R 
IA 
Co V V 

Heavy 

a a = syllable 

A o = onset 
0 R R= rhyme 
I A V vowel 
Co V C C = consonant 

Heavy 

mora 

In the onset-rhyme structure a heavy syllable is characterized by complex 

rhyme, while in the moraic structure a heavy syllable is characterized by 

two morae. The distinction between the two types of structure relevant to 

the present discussion rests on the constituent elements in a heavy C1VC2 
syllable. In the onset-rhyme structure V and C2 form a constituent 

([C1 [VC 2]]), while in the moraic structure C1 and V form a constitutent 
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([[C 1V]C2]). Nasality in Kwawu provides strong evidence for the moraic 

syllable structure, since C1 and V must agree in nasality, while V and C2 
must not. Only in the moraic structure are C2 and V exclusively dominated by 

a mora, and as will be argued later on, the mora is the domain of nasa1ity.2 

The moraic structure, unlike the onset-rhyme structure, reflects the 

cross-linguistic distinction between heavy and light CVC syllables. As ar­

gued in Hayes [1988], some aspects of the syllable structure are 1anguage­

specific. In languages whose phonology does not manipulate any weight dis­

tinction or treat cve and CV syllables alike (as opposed to CVV syllables, if 

any), a eve syllable is monomoraic. Alternatively, in languages which pro­

vide evidence for weight distinction or treat CVV and evc syllables alike (as 

opposed to ev sy~lab1es), a evc syllable isbimoraic. A different type of 

evidence is given here to show that in Kwawu a evc syllable is bimoraic, but 

due to dialect interaction some evc syllables are interpreted as monomoraic 

for the purpose of one process only. 

A somewhat different syllable structure is assumed in McCarthy and Prince 

[1986] and Hayes [1988], where it is suggested that the prevocalic consonant is 

not linked to the mora of the first vowel as in (2a), but rather directly to 

the syllable node, as in (2b): 

(2) a. (J b. (J 

I 
II 

/I A 
e V C V 

The structure in (2b) is found unsuitable for Kwawu, since the prevoca1ic 

consonant and the vowel must form a constituent for the purpose of nasality, 

therefore both should be dominated by the same mora. I presume that struc­

tures (2a) and (2b) are chosen on language-specific grounds, as is the 

case with postvoca1ic consonants mentioned earlier, Le. that in the eve syl­

lable the final e can be linked to the mora of the vowel, or to an indepen­

dent mora. 

2See Hayes [1988] for a discussion presenting arguments for the advan­
tages of the moraic structure. 
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The moraic theory neatly accounts for the distinction between short and 

long vowels and diphthongs. Short vowels and diphthongs are linked to one 

mora, while long vowels and diphthongs are linked to two morae. 

(3) short long 

vowel diphthong vowel diphthong 

~ ~ V ~ ~ 

I 
V02 

I I 
V V Vl V2 

The syllable structure is derived by universal rules subject to language 

specific constraints. The first rule, as proposed in Hyman [1985], is the 

Onset Creation rule, which links a consonant to the mora of the following 

vowel. Hyman assumes that each segment is under1ying1y linked to a mora. 

Therefore, the mora of the prevoca1ic consonant is deleted. Hayes [1988] 

raises the problems posited by the assumption that all segments are under1y­

ing1y linked to a mora. This representation does not distinguish between 

high vowels and their corresponding glides. Since high vowels tend to alter­

nate with glides, it has been assumed that glides and vowels have the same 

melodic features. But if both are under1ying1y linked to morae there is no 

way to distinguish between u and w or and y Therefore Hayes 

suggests, following Guersse1 [1986], that only vowels are lexically linked 

to morae, while consonants are free •. 

(4) high vowels 

~ ~ 

I I 
u u 

The assumption that vowels are under1ying1y linked to morae is crucial to the 

analysis proposed here, since the mora must be given under1ying1y in order to 

host the feature [+nasal]. 

Assuming that vowels are under1ying1y linked to morae we must then aban­

don the claim that underlying representations are subject to the Obligatory 

Contour Principle (OCP), which prohibits identical adjacent (auto) segments. 

As shown in Janeway [1987], Luganda permits sequences of glides and high vow­

els, as in kuwummula 'rest' and kusiiyiika 'scorch'. Three possible 
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structures can be assumed for these forms, but only one seems appropriate: 

(a) If. we assume that onsets are linked to the syllable node and that 

the OCP is in force, the resulting representation (5a) is rather odd. As not­

ed by Janeway [1987:28], 

"The oddness of this representation is no argument against it, but it 
does have implications. First, prosodic we11-formedness conditions 
must be revised to allow ambisy11abic vocalic melodies ••• Second, this 
predicts that in a language which has such forms, and also some rule 
that alters the featura1 specification of vowels (e.g. i + e / __ k ), 
then the entire melody will undergo this rule." 

(b) If we assume that a prevoca1ic consonant is linked to the mora and 

the OCP is in force (5b), the underlying representation, would not reflect 

the correct surface form. 

(c) Therefore it is assumed that the prevoca1ic consonant is linked to 

the mora and that the OCP is not in force (5c). 

(5) a. 

b. 

c. 

AJ~A 
k u s i k a 

a 
I 

/l 
k u 

a 
I 

~ 
k u 

a a 

A 1\ 
~ 

s i 

a 

A 
II II 

/Y 

a 

1\ 
)J 

a 
I 
II 

/1 
k a 

a 
I 

~ 
k a 

*kusi iii ka 

As shown in Odden [1986) OCP violation is not a rare phenomenon, therefore 

the structure in (5c) is not far-fetched. 

The structure of the syllable is mainly rule driven, where partial under­

lying prosodic structure is often required. The resulting representations 

consist of three tiers: the syllabic tier, the moraic tier (which is redun­

dant in languages with light syllables only), and the segmental/melodic tier 

(where segments are short hand for a feature matrix). The advantage of this 
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representation is that each tier can be independently manipulated by phono­

logical or morphological processes. In addition, as proposed in Clements 

[1985], Sagey [1986] and others, the feature matrix has an internal hierarch­

ical structure, with an intermediate root node which links the hierarchically 

organized features to the mora. The exact organization of the features is 

still controversial. As argued in Archangeli [1984] and Christdas [1988], 

not all features are underlyingly specified, but here again, the authors do 

not agree on the degree of underspecification. 

1.2. The syllable structure in Kwawu. The following are the surface sylla­

bles permitted in Kwawu: 

(~ cv ka 'bite' ~~ 'agree' 

V ~~ 'he bites' sle 'hide' 

N ~~ 'not bite' 
, , 

'sewed' pamm 
I I 

r frf 'go out' pra 'sweep' 
I I I 

VN ~~ka 'he doesn't bite' tlem 'cry out' 

C~ bam 'embrace' ttntam 'wrestle' 

A ~ syllable results from morpheme concatenation (/~N+ko/ + ~~k5 'he 

should go', /tLE+mU/ + tlem 'cry out'), and it behaves exactly like a C~ 

syllable. Syllabic r results from vowel deletion before r (/flrf/ + 
I 

frf 'go out'), and stems of the surface shape 
I 

CrV behave like disyllabic 
I 

stems. No special consideration will be given to these surface syllables. 

The syllabic structure of a stem can be determined on the basis of the 

verbal tone pattern. Monosyllabic verb stems, typically CV, have high tone 

(H), while disyllabic verb stems, typically CVCV, have low high tone (LH). 

CVV stems are disyllabic, since their tone pattern is LH, like that of CVCV 

stems. ~ stems are monosyllabic since their tone pattern is H, like that 

of CV stems. The following Verbal Tone rule assigns the H tone, while L is 

assigned by default: 
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(7) Verbal Tone 

H 
I 
I 

[(0) ~ 

It would be incorrect to state the environment of Verbal Tone as the first 

syllable from the end since in reduplicated disyllabic verbs, where the cop­

ied stem is prefixed, the H tone is also on the second syllable, kasakasa 
'speak'. The L tone at the end of the form is assigned by default. Similar­

ly, in careful speech a L tone is assigned by default to the final consonant 

in CVN stems. 

What is crucial for the ensuing discussion is the structure of the CVN 

syllable. As noted in section 1.1, the structure of cve syllables is deter­

mined on language-specific grounds, as it can be monomoraic in some languages, 

and bimoraic in others. In Kwawu a CVN syllable is bimoraic. The argument is 

based on a vocalization rule, by which a word final nasal velar becomes a 

high nasal vowel agreeing in rounding and ATR with the preceding vowel. 

(8) Nasal Velar Vocalization 

[
+cons ] 
+nasal 
-labial [

-cons] around 
aATR 
+high 

I V 

[ arOUnd] 
a'ATR 

n 

Since Kwawu permits only velar and bilabial nasals in word final position, 

the featuer [-labial] is sufficient to make sure that the rule would not turn 

final m into a vowel. The output of Nasal Velar Vocalization undergoes a 

Vowel-to-Vowel Nasalization rule, by which a vowel is nasalized when followed 

by a nasal vowel. Some examples are given below: 3 

3(i) The evidence for underlying final nasal velar comes from the past 
tense forms, where the nasal velar surfaces. Past tense is formed by suffix­
ing an empty mora, to which the final segment spreads: 

Present Past 

ka kaa 'bite' 

t61) tOI)~ 'sell' 

The first L tone is derived by a Past Lowering rule, which simply lowers the 
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(9) Nasal Velar Vowel-to-Vowel 
Vocalization Nasalization 

dOl) ... doo ... d~3 'to soak' 
" to I) ... too ... t50 'to sell' 

odal) ... odaL ... :,d~t 'room' 

sal) ... saL ... .Gl. 'to return' saL 
" bLI) ... bLL ... bLi: 'to be hot' 

" sel) ... Se:L ... SeL 'to hang on' 
" del) ... del ... del 'strength' 

As mentioned earlier, CVN stems are monosyllabic as their tone pattern is 

H, like that of CV stems (additional evidence for the monosyllabicity of CVN 

syllables is drawn from reduplicated forms; see section 3). Now, the ques­

tion is whether the CVN syllable is monomoraic or bimoraic. If CVN is mono­

moraic, the output of Nasal Velar Vocalization must be monomoraic as well, 

and hence CV, where V is a short vowel (in case the vowel in the CVN syllable 

is high) or a short diphthong (see the structural distinction between short 

and long vowels and diphthongs in (3) above). Phonetically it is clear that 

Nasal Velar Vocalization results in a long vowel or a long diphthong, which 

must be represented by two morae. Therefore, it is concluded that CVN sylla­

bles are bimoraic, as it is implausible that Nasal Velar Vocalization would 

have an effect on the syllable structure, changing monomoraic structure to 

bimoraic. The process of Nasal Velar Vocalization and Vowel-to-Vowel Nasal­

ization is illustrated below: 

(10) Nasal Velar Vowel-to-Vowel 
Vocalization Nasalization 

a 

" 
a 

1\ 1\ 
,;11 jJ jJ 

A~ ... /II ... 
del) del d e 

tone of the leftmost syllable in the past tense. The last L tone is assigned 
by default. 

(ii) Vowel-to-Vowel Nasalization is presumably a general rule. There are ~o 
vocalic sequences [-nasal][+nasal], but there tie [+nasal][-nasal], e.g. mo~ 
'gather', as well as [+nasal][+nasal], e.g. mua 'crumple'. 
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As will be shown in section 3, due to dialectal variation CaN stems are re­

alized as monomoraic for the purpose of reduplication. 

Establishing that the CVN syllable is bimoraic, the following are the pos-

sible underlying syllable structures in Kwawu: 

(11) CV V or ~T CVN 

0 0 0 syllabic tier 
1 1 1\ 
II II II II moraic tier 

1\ 1 A 1 
C V V/N C V N segmental tier 

Notice that, as pointed out in Hyman [1985], syllable final nasal and syllab­

ic nasal, which are each the sole element dominated by the mora, contrast 

only on the syllabic tier. Syllabic nasals are not specified for place fea­

tures since they always agree in place of articulation with the adjacent con­

sonant. Therefore, in order to distinguish between a syllabic (nasal) conso­

nant and a nasal vowel which constitute syllables, I assume that consonants 

are specified for the feature [+consonantal]. 

Given the above underlying syllable structures, the following set of 

rules is proposed for deriving these structures: 

(12) a. Underlyingly each vowel is linked to a mora, while consonants are 
free (C stands for unspecified consonant) 

II 

1 

II II 

1 1 I II 

1 
dub d u a C k 0 k ::> o d Cpa b C 

b. Link a free segment to the adjacent mora to the right (non 
iterative) 

II A II II ;1 II II II 

tub 
1 ;1 1 ;1 ;1 
a C k 0 k ::> o d i C P a b C 

c. Build a syllable on every mora 

0 o 0 0 0 0 0 0 

1 1 1 1 1 1 1 1 
;1 II IJ IJ II IJ II IJ 

111 /1 /1 1;1 ;1 
d u b d u a C k 0 k ::> o d I C P a b C 
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d. Assign a mora to a free segment 

a a a a 
1 1 1 1 

;11 II II ;1 II II II II 
1 ;1 1 ;1 1 1 

dub C ko k ::> Cpa b C 

e. Link a free mora to the adjacent syllable on the left (non iterative) 

a a 

1\ f\ 
II II 

;11 
dub 

II II II II 
1 ;1 1 1 
Cpa b C 

f. Build a syllable on each remaining free mora 

a a a a a a 
1 1 1 1 1\ 1 
II II II 
1 ;1 ;1 
C k 0 k ::> 

II II II II 
1 ;1 1 1 
Cpa b C 

, 
ntim Qkok:S odf mpamm 

I I 
'suck' 'tree' 'chicken' 'he eats' 'not sewed' 

The syllabification rules provided above do not account for the nasal seg­

ments. This will be elaborated in the ensuing section, where the assignment 

of nasality is incorporated in the syllabification rules. 

2. The Assignment of the Feature [Nasal] 

The distinctive distribution of the feature [nasal] given in section 2.1 

below could in principle be analyzed in linear terms, as presented in section 

2.2., but this analysis is found inappropriate on universal and language 

specific grounds. I thus provide in section 2.3 a prosodic account, where it 

is argued that the feature [+nasal] is represented on the mora. The prosodic 

characteristic of the feature [nasal] is manifested by a revised version of 

the syllabification rules proposed in (12) above, with which the assignment 

of nasality is integrated. 

2.1. Descriptive background. The following is the distinctive distribution 

of nasality in Kwawu: 
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(13) a. A nasal consonant must b~ followed by a nasal vowel 

c V 
[ +nasal] [ +nasal] 
!. ma 'give' , 

n'L 'his/her' 

* c V 
[+nasal] [-nasal] 

*ma 

*nL 

b. An oral voiced consonant must be followed by an oral vowel 

c. 

* c V 

[-na~al][+nasal] 
+vOl.ce 

*ba 
*di 

A voiceless consonant can be 

c V 
r-na~al] [+nasal] 
L-vol.ce 

pap~ 'palm branch' 

etr 'it scratches' 

c V 

[-na~al][-nasal] 
+vOl.ce 

ba 'come' 

df 'eat' 

followed by an oral or nasal vowel 

C V 

[-naSal] [-nasal] 
-voice 

paplt 'father' 

et 1 'head' 

d. Syllable final consonants must be nasal regardless of the preceding 
vowel 

e. 

eve 
[+nasal] [+nasal] 

ot~m 'diapers' , 
tal) 'to leave distance' 

Kwawu has syllabic nasals, 
word 

~t~§ 'cloth' 
, , L 

'book' ?woma 

eve 
[-nasal] [-tnasal] 

otltm 'he wrestles' 

tOI)~ 'sold' 

which are confined to 

, , , 
Tparnrp 'not sewed' 

D4(? 'not chew' 
I 

the edge of the 

Only the distinctive distribution of nasality is given above. Due to 

various nasal assimilation rules these facts are not always surface true. 

For instance, the rule of Vowel-to-Vowel Nasalization mentioned in section 

1.2 yields a sequence of a voiced consonant followed by a nasal vowel, e.g. 

" del) ~ dei (Nasal Velar Vocalization) ~ dei (Vowel-to-Vowel Nasaliza-

tion) 'strength', in violation of (13b). Similarly, surface violation of 

(13a) is created by a rule of Nasal Assimilation by which a voiced consonant 
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is nasalized when preceded by a nasal consonant, yielding a nasal consonant 

followed by an oral vowel (/N+ba/ ~ Tma 'not give'). Notice that nasal 

consonants agree in place of articulation with the adjacent consonant on the 

right.~ 

The facts given above show dependency in nasality within the mora; a 

voiced consonant and a vowel dominated by the same mora must agree in nasali­

ty. Thus, in a CVN syllable C and V must agree in nasality (if C is voiced), 

but V and N must not, since N is dominated by an independent mora. 

2.2. A linear account. Within a linear account it must be assumed that in 

Kwawu nasality is distinctive in vowels only, while all consonants are pho­

nemica11y oral. This line has been taken in Schachter and Fromkin [1968] 

with respect to other dialects of Akan, and Capo [1983] with respect to Gbe 

dialects. The following rules are then required for Kwawu under this assump­

tion: 

(14) a. Prevoca1ic Consonant Nasalization 

C ~ [+nasal] 
+voice 

/ V 
[+nasa1] 

b. Syllable Final Nasa1ization 5 

C ~ [+nasal] I __ oJ 

Rule (14a) accounts for nasal consonants which precede a nasal vowel, e.g. 

/ba/ ~ rna 'give', and rule (14b) accounts for syllabic nasals and syllable 

final nasals, both in syllable final position, e.g. /Cpab/ ~ ~parn 'not 

sew'). 

~But if the nasal consonant is followed by h, the former agrees in 
place of articulation with~th~ vowel which follows the h; it becomes Q 
wh~n ~he vowel is back (hLQharn 'wave') and p when the vowel is front 
(hiphirn 'wave'). As argued in Hayes [1986] and Steriade [1987], h (as well 
as ?) does not have place features, thus allowing long-distance assimila­
tion. 

5Ru1e (14b) could be stated as the following morpheme structure con­
straint: *[+Consonanta1 -nasal] ~], i.e. an oral consonant cannot appear at 
the end of a syllable. This would require the assumption that Kwawu has 
phonemic nasal consonants, since a constraint does not assign a feature but 
rather limits its distribution. 
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This analysis is found undesirable on both universal and language-specif­

ic grounds. Universally, there are just a few languages in which nasality is 

distinctive in vowels only. According to a survey conducted by Cohn [1987], 

at most 10 out of 164 languages fall into this category. Cohn herself wonders 

whether "these cases are prosodic in nature, but were described or interpreted 

by someone who did not consider the possibility of [nasal] playing a role in a 

domain larger than the segment" [Cohn 1987:17]. This state of affairs is in­

deed strange, since the generalization about the phonetic distribution of na­

sality in languages is very different. If a language has nasal vowels it 

must have nasal consonants, but if a language has nasal consonants it does 

not necessarily have nasal vowels. Therefore, the assumption that the phone­

mic inventory of a language consists of nasal vowels but not nasal consonants 

is unfeasible considering this universal distribution. 

From a language-specific point of view, the linear analysis derives the 

low level nasality on consonants in a rather diverse manner. Prevoca1ic con­

sonants get their nasal specification on the basis of segmental structure on­

ly, while post vocalic and syllabic consonants get their nasality specifica­

tion on the basis of syllable structure. 

2.3. A prosodic analysis. The prosodic analysis advocated here eliminates 

this undesirable situation. First, neither vowels nor consonants are phone­

mica11y distinguished for nasality, it is rather the mora which exhibits this 

distinction. The claim is that the feature [+nasal] is represented on the 

mora, while [-nasal] is assigned by default at a later stage in the deriva­

tion. Second, all segments get their nasality specification in a unified 

way, on the basis of the syllable structure. The feature [+nasal] percolates 

to all nasal bearing segments dominated by the mora it specifies; the nasal 

bearing units in Kwawu are voiced consonants and vowels. 

It has already been established in the literature that in some languages 

the feature [nasal] has prosodic characteristics, as it tends to spread over 

domains larger than the segment, e.g. Guarani [Goldsmith 1976] and Gokana 

[Hyman 1982]. Like tone, which in some languages is represented on the mora 

and in others on the syllable, nasality is represented in some language on 
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the consonant and in others on the mora or a larger unit. 6 

It is thus natural that nasality, being a prosodic feature, is interrelat­

ed with other prosodic phenomena, which in this case is the syllable struc­

ture. This relation is neatly accounted for by incorporating the assignment 

of nasality with syllabification rules. As shown below, two of the syllabifi­

cation rules given in (12) above need to be modified in order to derive the 

appropriate distribution of the feature [nasal]. 

(15) a. (modified) Underlyingly each vowel is linked either to a [+nasal] mo-
ra (marked N) or to an unspecified mora, while consonants are free 

\IN \I \I \I \I \I \I \I 
1 1 1 1 1 1 1 1 

d u b d u a C k 0 k 0 o d i C P a b C 

b. Link a free segment to the adjacent mora on the right (non iterative) 

liN \I \I \I \I \I \I \I 
11 11 1 /1 11 1)1 ;1 
d u b d u a C k 0 k 0 o d i C P a b C 

c. Build a syllable on overy mora 

CJ CJ CJ CJ CJ CJ CJ CJ 

1 1 1 1 1 1 1 1 
\IN 

11 
dub 

;II 
d u a 

;1;1 
C koko 

\I \I 
1;1 
o d i 

\I 
;1 

Cpa b C 

d. (modified) Assign a [+nasal] mora to a free segment 

CJ CJ CJ CJ 

1 1 1 1 
\IN \IN \IN \I \I \IN \I \IN \IN 

tu 1 1 11 11 1 ;11 1 
b C k 0 k 0 C P a b C 

6Another way to account for nasal vowels is to assume an abstract repre­
sentation of monomoraic VN, where V becomes nasal and N is later deleted (see 
Stahlke [1971] for this view with respect to nasal vowels in Ewe). If this 
is the case diachronically, it is not implausible that the feature [+nasal] 
is represented on the mora at a later stage of the language. A similar dia­
chronic process is exhibited by tonogenesis, whereby a segmental distinction 
at one stage becomes a tonal distinction at a later stage (see Gil [1986] 
and references there). Thus the syllables evcJ andCVC2 (where C1 ; C2) be­
come CVTl and CVT2 (where T = tone and Tl + T2). Here, as well, the earlier 
segmental distinction is manifested on a prosodic domain. 



188 Studies in African Linguistics 19(2),1988 

e. Link a free mora to the adjacent syllable on the left (non 
iterative) 

a a 
1 ~ 
liN liN liN At liN 

/1 1 1 1 
d u b C P a b C 

f. Build a syllable on each remaining free mora 

a a a a a a 
1 1 1 1 f\ 1 
liN II II liN II liN liN 
1 ;1 ;1 1 ;11 1 
c k Q k :> C p a b C 

g. Feature percolation 

a a a a a a a a a a a 

~ 1 1 1 1 1 1 1 1 f\ 1 
II II II II II II II II II II II II II 

11 1 ;1 1 1 ;1 ;1 1;1 1 ;1 1 1 
n u m d u a N k Q k :> o d i N pam m 

num dua I}koko odi TpamT 
'suck' 'tree' 'chicken' 'he eats' 'not sewed' 

As mentioned earlier, the unspecified nasal consonant (N) agrees in place of 

articulation with the adjacent consonant. 

One may argue that since vowels are lexically linked to morae, the propo­

sal that [+nasal] is lexically specified on the mora is a notational variant 

to phonemic nasal vowels. An analogical example would be a language with 

phonemic stress and only monomoraic syllables. Assuming that vowels are lex­

ically linked to a mora, stress would be then lexically specified on the mo­

ra. But I doubt that the phonemic inventory of this language could be ar­

gued to consist of stressed and stressless vowels, as it is by now well es­

tablished that stress is a prosodic feature. Nasality in Kwawu is similar to 

to stress in this hypothetical language. Therefore, morae specified for the 

feature nasal are not notational variants of nasal vowels. 

3. Nasality in Reduplicated Forms 

Verbs in Kwawu are reduplicated to indicate distributive meaning or mul­

tiple object or subject, as in ka 'bite' ~ kLka 'keep biting', t61} 
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'sell' ~ tont5~ 'sell to many people'. Disyllabic stems are reduplicated 

by copying the whole stem as it is; kasa ~ kasakasa 
blsablsa 'ask', taa ~ taataa 'run after', sl~ ~ 

'speak', blsa ~ 

slesle 'hide'. Mono-

syllabic stems are reduplicated by stem copying as well, but here the copied 

vowel surfaces as high, agreeing in rounding and ATR with the stem vowel. 7 

(16) ka kl.ka 'bite' 

p~ 
, , 

'search' pLPE 
hG huhG 'sieve' 

b5 bob5 'break' 

f~m ft"Jf~m 'lend' 

tam tl.ntam 'wrestle' 

ka~ kl.~ka~ 'read' " [ kar, ktl)kH] 
t5~ tont51) 'sell' [ .U too, tont5~] 

Two cases deviate from this generalization: 

a. The copied vowel does not agree in rounding with the stem vowel 
when the stem vowel is a and the stem initial consonant is 
Ib, p, f, m, kW, or s4/. Then, the copied vowel is [+round] as 
in (17a). 

b. The copied vowel does not agree in ATR with the stem vowel when the 
stem vowel is a and the stem initial consonant is what is termed 
in Clements [1981] a high consonant (CY). Then, the copied vowel 
is [+ATR] as in (17b). 

(17) a. fa fofa 'take' 

ma rnGima 'give' 

pa , , 
'strike' popa 

kWa kWokwa 'polish' 
, , , 

'sew' (cf. f~m ft'!lf~m 'lend') pam pompam 
bam bembam 'embrace' 

b. s:4a s:41 s:4a 'peel' (cf. C;;4~ s:41.C;;4~ 'look') 

tc;;4a tc;;4tt \04a 'cut' 

7Reduplication may reapply to its own output (rarely in disyllabic stems). 
Reduplicated monosyllabic stems are reduplicated like disyllabic stems, as in 
(ba +) boba ~ bobaboba 'come'. 
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~4t~4~m 
sYlsYa 

'pull away' 

'be small' 

The contrast between mono- and disyllabic stems is manifested by the cop­

ied vowel. The question is then what information is to be specified in the 

reduplication rule to account for this distinction. In the spirit of Marantz 

[1982], reduplication is viewed here as affixation of a prosodic unit unspec­

ified for segmental material. I uphold however McCarthy and Prince's [1986] 

idea that the affixed unit is not composed of timing units (C- and V-slots) 

as proposed by Marantz, but rather of prosodic units (mora, syllable, etc.). 

The segmental material is later copied from the base stem and associated with 

the affixed prosodic unit. The distinction between mono- and disyllabic re­

duplication lies on the copied prosodic unit; only monosyllabic prefixes are 

prespecified for the feature [+high], which takes precedence over any contra­

dicting feature contributed by the stem. 

The first stage of reduplication is copying the syllabic tier of the stem 

and placing it on the left of the base. 

(18) Syllabic tier copying 

a a a a a 
I I 

A A 
k a 5 a 

The difference between mono- and disyllabic reduplicated stems falls at the 

succeeding stage, where the feature [+high] is linked to a monosyllabic pre­

fix only. By convention, the intermediate prosodic structure (in this case 

the mora) is automatically set, to link between the feature and the syllable. 

(19) Prespecification of [+high] to monosyllabic prefix 

a a 
I I 

r 
~ 

A 
b ~ 

[+high] 

The next stage is to copy the stem and to link it to the prefixed syllable(s): 
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(20) Stem copying 

cr 0 cr 0 cr 0 

I I I I I I 
p A p p p p 

~ A ~ ~ ~ ka5aka5a 'speak' b 0 k a 5 a d a 5 a + 

[+high] 
I 

[-high ] 
+round 

Since the features [+high] and [-high] contradict each other, the feature 

[-high] is deleted, giving precedence to the prespecified feature. [-ATR] 

is assigned by default. 

(21) 0 0 

I I 
p A ~ + bob6 

[+highJ +round 
-ATR 

Reduplication in Kwawu is basically stem copying, but it applies in two 

stages: (i) copy the syllabic tier, and (ii) copy the segmental tier. A 

specific rule which applies between the two stages, linking the feature 

[+high] to monosyllabic prefixes, is responsible for the surface distinction 

between mono- and disyllabic reduplicated stems. Notice that CVN stems, be­

ing monosyllabic, are reduplicated like CV stems, regardless of the number of 

morae. 

underspecification: Relevant to the present discussion is the behavior 

of monosyllabic stems with a (hereafter a-stems) with respect to rounding. 

As mentioned earlier, in reduplicated a-stems the copied vowel is [+round] 

if the stem initial consonant is a nonpa1ata1 labial or is 1abia1ised (b, p, 

f, m, 54, kW) and [-round] elsewhere (also in the environment of 1abia1ised 

palatals like t~4 and ~4). This situation can be well accounted for as­

suming that a is underspecified and is thus represented by a mora linked to 

an empty root node. The notion of underspecification is discussed in length 

in Archange1i [1984] and Christdas [1988] where it has been argued that seg-
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ments are not fully specif~ed in the underlying representation. In Kwawu, as 

I will show below, there is strong evidence for underspecifying a, which 

yields the following feature matrix of vowels ([ATR] is omitted): 

(22) u e 0 a 

high + + 

round 

The feature [round] must be specified for its two values in order to distin­

guish between reduplicated a-stems, where the vowel does not contribute a 

value for [round] to the copied material, and eli-stems, where the copied 

vowel is always [-round] (cf. p~m pompam 'sew'vs. ftm ft~ftm 'lend'). 

As for [high], McCarthy and Prince [1986] argue ,that this feature is speci­

fied for its negative value only. I find this representation inappropriate 

since there are consonants in Kwawu which must be underlyingly specified for 

secondary articulation [+high], and it is implausible that [+high] in conso­

nants is different from [+high] in vowels (I will return to the analysis of 

McCarthy and Prince at the end of this section). 

After reduplication, the feature [+labial] spreads from a [+labial] non­

palatal consonant to the following vowel, as formulated below (0 stands 

for a root node): 

(23) Labial Spreading 

~ 
o 0 

I I 
[-palatal] [+high] 1_-----
[+labial] 

I assume that the feature [+labial] is realized as [+round] when linked to 

vowels. Labial Spreading applies after the segmental material is copied, 

su~h that it does not affect the stem a ; the feature [+high] is thus cru­

cial in the structural description. Notice that Labial Spreading is a fill­

in rule, rather than feature-changing rule and therefore does not affect high 

vowels which are already specified for the feature round. Thus, f( ~ ftf( 
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'go out' would not become *fo ~ fQfo. 
# 

Nor would it affect the copied vow-

el in a-stems since a contributes its [-round] feature to the copied vowel. 

Thus, fern fl~fern 'lend' would not become *f~fern. 

The following default rules then apply to fill in the missing features: 

(24) a. [aback] I r --- J around 

b. 

... [+lOW ] +back 
-round 
-ATR 

Rule (24a) fills in the value for [back], which is later required for the Na­

Sal Assimilation rule across h (see footnote 4). Rule (24b) fully speci­

fies the features for a. B 

It is worth mentioning the advantage of a complete underspecified a re­

garding [ATR]. As argued in Clements [1981] [+ATR] is specified on stems 

while [-ATR] is assigned by default, with the exception of a, which is un­

derlyingly. specified for [-ATR]. That is, not only is a the single vowel 

specified for this feature, it is also specified for the default value. A 

complete under spec if icat ion of a eliminates this cumbersome representation, 

assuming that vowel harmony applies after a gets its features via rule 

(24b). This is not a remote assumption since vowel harmony affects the ver­

bal clitics, which indicates its late application. 

Recall also that in cases where the stem vowel is a and the stem ini­

tial consonant is cv, the copied vowel is always [+ATR], regardless of the 

stem vowel. We must therefore assume a minor rule which links the feature 

[+ATR] to a root node specified for [+high] only when preceded by this par­

ticular class of consonants. Notice that here again, in order to distinguish 

BThese rules are not crucially ordered. If (24a) applies first, it fails 
to assign a value for [back] to the empty root node in the absence of the 
feature [round]. If (24a) applies second, it does not affect the feature ma­
trix of a, filled in by rule (24b), since it is a feature-filling rule and 
not a feature-changing rule. 
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between ~4& ~ Q41~4~ . 'peel' and ~4l ~ 94t~4l 'look', where only in 

the former the copied vowel is [+ATR], we must assume that a is underspeci­

fied. Otherwise the copied vowel would be [+high -round] in both cases, and 

there would be no way to account for the fact that [+ATR] is linked only when 

the stem vowel is a. 

The process of reduplication of a-stems is illustrated below for b& ~ 

bob~ 'come' (irrelevant features of b are omitted for simplicity): 

(25) a. Reduplication (syllabic tier copying, high specification, segmental 
tier copying) 

a a 
1 1 
\l \l 

~ ~ 
o 0 o 0 

1 1 1 
[+labial [+high] [+labial] 

b. Labial Spreading (23) 

a a 
1 1 

~ ~ interpreted as 
0 0 0 0 

1_----1 1 
[+labial] [+high] [+labial] 

a a 
1 1 

~ 
\l 

~ 
0 0 0 0 

I I \ 
[+labial] [+high J [+labial] 

+round 

c. Default rule (24b) 

a a 
1 1 
jJ \l 

~ ~ 
0 0 0 0 

I 1 1 
[+labial] [+high] [+labial] 

+round 
+back 
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d. Default rule (24b) 

a 
I 

~ . . 
I I 

[+labial] 
[

+high ] 
+round 
+back 

a 
I 
1J 

.~. 
I I 

[+labia1] [+10W ] 
+back 
-round 
-ATR 

195 

b o b a ([-ATR] is assigned to 0 by 
default) 

In stems where Labial Spreading does not apply, e.g. k~ ~ ktka 'bite', 

the negative value for [round] is assigned by default. 

Thus, in order to account for the peculiar behaviour of a-stems it has 

been assumed that a is underspecified. Labial Spreading, which spreads the 

feature [+labia1] from the stem initial non-pa1ata11abia1 or labialized con­

sonant to the "following .l+high] vowel is responsible for the feature [+round] 

(and consequently [+back]). 

reduplication and nasality: The underspecification of a is a crucial 

factor in the distribution of nasality in reduplicated a-stems. In disy1-
, ' 1abic stems nasality is copied along with the other features, e.g. klsa ~ 

kls~kls§ 'turn over'. In monosyllabic stems the situation is more comp1i-

cated as can be seen from the data below: 

(26) a. k~ ktk~ 'say' 
L , L 

'change' sa SLsa 

b. tf thf 'scratch' 

hO hth6 'see' 

L ni;m~ 'give' c. ma 

n~ .\. .t. nLna 'find' 

d. f~m f~f~m 'embrace' 
L .\. .t. 'worship' scm sonscm 

The generalizations to be drawn from the above data are as follows: 
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a. In a CV stem (C is oral) where V is [-high] (thus must be a ),9 
the copied vowel is oral; 

b. In a CV stem where V is [+high], the copied vowel is nasal. 

c. In a NV(N) stem, the copied vowel is always nasal (regardless of vow­
el height). 

d. In a CVN stem, the copied vowel is always nasal (regardless of vowel 
height). 

Following the assumption that a is underspecified (thus represented by 

an empty root node linked to a mora), my claim is that the feature [+nasal] 

fails to percolate from the mora to the empty root node. That is, [+nasal] 

cannot be the sole feature dominated by a node (recall that syllabic nasals 

are specified for [+ consonantal], thus they license percolation). When redupli­

cation applies, the feature [+nasal] is still located on the mora, there-

fore not copied along with the segmental tier. Later on, when the empty root 

node receives the features for a via rule (24b), the feature [+nasal] perco­

lates, as it must eventually end up on the segmental tier. Recall that re­

duplication involves copying of the syllabic and the segmental tiers, but not 

the moraic tier. Therefore, the feature [+nasal] cannot be copied if it is 

still located on the mora. This explains why in reduplicated CV stems, which 

consist of an oral consonant and a low nasal vowel, the copied vowel is oral. 

In Na stems the feature [+nasal] does percolate, as there is a specified 

nasal bearing unit dominated by the mora, i.e. the consonant. It is thus as­

sumed that [+nasal] can be the sole feature dominated by a root node only if 

it is doubly-linked, and the second root node is specified for other fea­

tures. lO That is, the representation in (27a) is ill-formed while that in 

(27b) is acceptable: 

9There are no phonemic mid nasal vowels in Kwawu. The only source of 
mid nasal vowels is the rule of Vowel-to-Vowel Nasalization mentioned in 
section 1.2, whereby a vowel is nasalized when followed by a nasal vowel. 

lOSimilar restrictions are discussed in Ito [1986]. In Italian, for 
example, obstruents (other than 5) can appear in coda position only if they 
are doubly-linked, e.g. labbro 'lip' but *aptro. The syllable structure 
is (C)CVC. 
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(27) a. o 
b. 

I r---J 
[+nasal] [aplace] [+nasal] 

I assume that the representation is exhaustive, that is, features which are 

not specified are not there. Thus in (27a) the root node is specified for 

[+nasal] only, and therefore the representation is ill-formed. In (27b) the 

feature [+nasal] is doubly-linked, which licenses one empty root node. 

The behavior of CaN stems does not conform with the above analysis, I be­

lieve for historical reasons. On the basis of the analysis provided above 

the prediction is that the copied vowel in CaN stems is oral, as it is the 

case with Ca stems; but this is wrong (see data in (26d). The problem is 

that CaN stems are reduplicated as if they were monomoraic, i.e. a and N 

are dominated by the same mora, as in Na stems. This is evident from the 

copied nasal vowel. 

As described in Dolphyne [1987] for other dialects of Akan, many CVN 

stems are historically derived from CVNV stems. This actually explains the 

bimoraic structure of CVN stems at the current stage of the language: a di­

syllabic bimoraic stem became monosyllabic without effect on the moraic 

structure. The relevant details are as follows: 

(i) C V N 
[+high] 

V > C V N 
[+high] 

(Ii) C V N V > C V N 
[-high] [ -high] 

The nasalization of a high vowel preceding a nasal consonant is a syn­

chronic rule in Kwawu (as well as in some other dialects of Akan). The evi­

dence comes from surface forms like bum 'bark' whose underlying forms must 

be bum in accordance with the generalization given in (13b) that an oral 

voiced consonant must be followed by an oral vowel. 

These are the cases which do not cause any problems. CVN stems, where V 

is oral, are underlyingly represented as bimoraic, as has been argued earlier 

and also in accordance with the historical facts. cVN stems, where V is 

high, are under1yingly bimoraic CVN stems. High Vowel Nasalization precedes 

reduplication, as is evident from pairs like (kGm ~) kijm ~ ktQk6m 'kill', 

t6Q (t5~) ~ tontoQ (tont5~) 'sell' • If High Vowel Nasalization followed 

reduplication, we would expect *tont6~ 
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The problem is then limited to CaN stems, which are historically monomor­

aic. Otherwise we would not expect the vowel to be nasal (recall that CaNV > 

CaN and not CaN). In general, historical considerations cannot provide evi­

dence for synchronic analysis, since native speakers (at least infants and 

uneducated adults) do not have knowledge of the history of their language. 

But in this particular case the historical evidence is reflected in the neigh­

boring dialects, and all dialects of Akan are mutually intelligible. The dia­

lects which optionally preserve the final vowel are Asante and Akuapem, and 

surprisingly enough Mr. Yaw, who provided the data for this paper, is a flu­

ent speaker of Asante (but a native speaker of Kwawu--see footnote 1). It is 

very possible then that in order to solve some surface irregularities, speak­

ers search for a clue in another dialect. 

My claim is that CaN stems are interpreted as bimoraic since they corres­

pond to disyllabic stems in other dialects (and those which do not corres­

pond to bisyllabic stems are regularized). CaN cannot correspond to disyl­

labic stems since the vowel is nasal and is therefore interpreted as monomor­

aic with respect to reduplication. This explains why the copied vowel in re­

duplicated CaN stems is nasal. As in Na stems, [+nasal] is licensed to 

percolate since there is at least one specified root node which can dominate 

it, i.e. the syllable final consonant. 

Notice, however, that this interpretation does not hold for Nasal Velar 

Vocalization (8), where all CVN syllables behave alike, i.e. as bimoraic. 

This is clearly reflected by the minimal pair tlnt~Q (t~Q) 'dislike' ~ 

t!nt~Q (t~Q) 'leave distance', which after Nasal Velar Vocalization becomes 

tlntat ~ ttntaT. The distinction between taQ and taQ is lost after 

Nasal Velar Vocalization, resulting in t~t, since they are both treated as 

bimoraic. But for the purpose of reduplication t~Q is interpreted as mono­

moraic. 

The cumbersome solution I suggest reflects the inconsistency of the lan­

guage, which results from historical change. It is possible that there is 

an additional syllabification rule which merges two [+nasal] morae dominated 

by the same syllable: 
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(28) a a 

A I 
~N ~N ~ ~N 

This representation is appropriate for feature percolation and reduplication. 

High Vowel Nasalization applies after reduplication. Therefore, we must as­

Sume that (28) is undone before this rule. Informally, all CVN stems are 

treated alike, i.e. as bimoraic, for the purpose of High Vowel Nasalization. 

Another problem ,arises with disyllabic stems, where a is copied as it 

is, e.g. klsa ~ kisakisa 'turn over' (*kisakisa). To reconcile this 

discrepancy I assume that reduplicated disyllabic stems are subject to the 

Identity Constraint proposed in Wilbur [1973], which accounts for the tendency 

to preserve the identity between the stem and the copied material. In Taga­

log for example, there is a Nasal Assimilation rule (maQ+bigay ~ mamigay 

'give (MOdal)') and a reduplication rule which copies the first CV of the 

stem (sulat ~ susulat 'write (Future)'). Since reduplication applies be­

fore the prefix maQ- is attached, the expected prefixed reduplicated form 

of maQ+bl+bigay is *mamlbigay, where only the first b, i.e. the copied 

one, Is affected by Nasal Assimilation. The actual form is however 

mamimigay 'give (Future)', where both b's are nasalized (although only the 

first one is preceded by a nasal consonant) in accordance with the Identity 

Constraint. Similarly in Kwawu, since inmost disyllabic reduplicated stems 

the copied material is identical to the base, disyllabic stems with a are 

regularized. 

I turn now to the analysis of reduplication of other dialects of Aksn 

presented in McCarthy and Prince [1986]. I abstract away from irrelevant 

disagreements which are due to dialectal variation. 11 Prespecification has 

IIMcCarthy and Prince argue that the mora is the relevant unit for redup­
lication. In their data CVN stems are either monomoraic or bimoraic, as some 
are reduplicated as monomoraic, i.e. monosyllabic, and others as bimoraic, 
i.e. disyllabic. In Kwawu all CVN stems are reduplicated as monosyllabic. 
So the minimal pair pam ~ pampam (bimoraic) 'drive out' vs. pam ~ 
pLmpam (monomoraic) 'sew' does not appear in Kwawu. The reduplicated form 
of both is pOmp~m. Similarly, dan ~ dandan (bimoraic) 'turn' appears in 
Kwawu as a disyllabic stem danL, thus reduplicated danLdanL. 
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been rejected by McCarthy and Prince mainly because it allows a wide range of 

possibilities which are not attes~ed. For instance, McCarthy and Prince note 

that r, or probably consonants in general, are never found as the prespeci­

fied element. I believe that the absence of prespecified consonants (or con­

sonantal features) lies in the ill-formedness of a structure in which a pro­

sodic unit, mora or syllable, is linked to a consonant. Since the affixed 

material in reduplication is prosodic in nature, and does not consist of seg­

mental positions (C- and V- slots), the prespecified element must be a poten­

tial syllabic nucleus. Indeed, languages which permit syllabic consonants 

should in principle allow reduplicated affixes with prespecified consonants 

(only those which participate as syllabic in the language). But this situa­

tion does not arise since consonants are not topical syllabic nucleis, as they 

gain this property via the prosodic structure, and may lose it when prespeci­

fied at the stage which the rest of the stem is copied. 

The alternative solution proposed by McCarthy and Prince, which abolishes 

prespecification, is that in monosyllabic stems only part of the segmental 

material is copied.. Assuming that vowels are specified for [±round], [-low], 

and [-high], only [round] and [low] are copied; [+high] is assigned later by 

default to the copied vowel. 

The major problem with the assumption that [+high] is a default feature 

lies in consonants which must be underlying specified for the secondary articu­

lation [+high]. Consider Kwawu's phonemic inventory: 

(28) Labial Alveolar Palatal Velar 

Stops p b t d k 9 

labialized kW 

Affricates t~ d?-

labialized t<;w d~w 

Fricatives f s ~ 

palatalized sy 

labialized ~w 

labiopalatalized s4 

Liquids & Glides r Y w 
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As argued in Keating [1988], palatals are complex segments, i.e. they involve 

double articulation, one of which is [+high]. In addition, in order to dis­

tinguish between sand sY the feature [+high] must be available. It is 

not to claim that vowels and consonants share the same features, but rather 

that consonants may have a secondary articulator, ·which is a vocalic feature. 

It would be far-fetched to believe that a secondary articulator [F] on conso­

nants is not the same as the primary articulator [F] in vowels, especially in 

the presence of consonant - vowel assimilation rules, as Labial Spreading 

(23) and Nasal Assimilation (footnote 4). Therefore [+high] cannot be under­

specified in Kwawu, which subsequently requires that monosyllabic reduplicat­

ed prefixes must be assigned a [+high] feature prior to copying the melodic 

material. 

Another argument against the analysis presented by McCarthy and Prince is 

the feature geometry they assume. Given the underlying features [round], 

[low], and [high], they propose that only [round] and [low] are copied in 

monomoraic reduplication (while all the features are copied in bimoraic re­

duplication). Therefore they suggest that [round] and [low] are grouped to­

gether separate from [high]. This classification is rather odd since one 

would expect height features, i.e. [low] and [high], to be grouped together. 

Empirical evidence against this proposal for Kwawu rests on the behavior 

of a with respect to rounding. Under this account there would be no expla­

nation why Labial Spreading affects the copied vowel of pam 'sew' (PQmpam) 

but not of f[m 'lend' (fl~f[m), if it applies after [+high] is assigned 

by default. If Labial Spreading applies before· [+high] is assigned, there is 

no explanation why the a of the stem is not affected. I thus conclude that 

McCarthy and Prince's analysis is not compatible with Kwawu data. 

4. Conclusion 

The account of distribution of nasality suggested here centers on the 

view that features are not necessarily represented on the segmental node in 

the underlying representation. This view is adopted from several studies 

which propose units larger than the segment as feature bearers, in order to 

account for the surface distribution of this feature within a domain larger 



202 Studies in African Linguistics 19(2), 1988 

than the segment. 

This, indeed, is not the immediate conclusion which. comes to mind when 

observing the distribution of nasality in Kwawu, since its domain is a small 

prosodic unit. But I believe that the arguments set forth do demand the pro­

posed conclusion. It has been shown that the alternative linear analysis 

does not coincide with universal observations, and it seems rather odd from 

a language specific point of view. 

In addition, the behavior of nasality in reduplicated forms provides a 

strong support for the representation of the feature [+nasal] on the mora. 

Since the mora is not involved in reduplication, the feature [+nasal] is not 

copied when it fails to percolate. 
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VERBAL INFLECTION IN KWAWU AKAN* 
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UCLA 

Morphological processes in Kwawu are argued to be governed by 
a condition which states that words are morphologically ana­
lyzable only in terms of properties of the head of the word. 
The head of an affi~ed word is the most external affix. Cer­
tain rules apply only to bare stems and not to words with af­
fixes. A verb formed by reanalyzing adjacent verbs as a sin­
gle morphological word is accessible to these rules if its 
head is a stem; non-head roots in the reanalyzed verb are in­
accessible to all morphological rules, as predicted. 

O. Introduction 

In this paper I discuss some aspects of the verb inflection system of 

Kwawu (Akan), a Kwa language of Ghana. I shall be particularly concerned 

with the conditions under which a given rule may apply to a word to attach an 

affix to it. I believe that the correct analysis of much of these phenomena 

can shed light on the theory of morphology, especially regarding constraints 

on morphological rules. 

In section 1, the theoretical assumptions that will serve as the start­

ing point of the discussion are set forth; in section 2, most of the inflec­

tional categories, and the rules that derive them, are discussed; section 3 

discusses a set of inflectional phenomena which arise in serial verb con­

structions; and section 4 discusses some aspects of the derivational morphol­

ogy of nouns, adjectives, and verbs in Kwawu. 

*Akan is a Kwa language spoken in Ghana. The current work is based on 
the speech of Mr. Yaw Agyakwa of Los Angeles. I am especially indebted to 
Paul Schachter and my fellow students in his Field Methods course given at 
UCLA in Winter and Spring, 1987, which gave rise to the work reported on here. 
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1. Theoretical Background 

1.1. Word-headedness. I assume a particular theory of morphology that re­

lies crucially on the notion "head of a word" in the following sense: the 

head of a morphologically complex word is the morpheme, or formative, that 

carries all of the information about that word that is accessible to rules. 

In other words, at any point in the derivation, a word is a pair consisting 

of its phonological form and its head. The statement of a rule can make ref­

erence only to features of heads of words, never to features contained exclu­

sively in formatives that are not heads. We refer to this constraint as the 

Head Convention (HC): 

Head Convention (HC): Morphological analysis refers only to properties 
of words [Grimshaw 1986:747], and properties of a word are just the prop­
erties of the head of that word. 

It is necessary to have an explicit way of determing what the head of 

the word is. I assume, following Williams [1981] and Grimshaw [1986], that 

the head of a word at a given point in the derivation is the affix or forma­

tive which was most recently applied to the word. 

For example, the morphological properties of the Kwawu word nkyere1 

'not catch' are just those of its head, which in this case is the negative 

prefix N-. If a subsequent rule attaches another prefix to this word, 

that prefix' will become the head. For example, the progressive prefix 

is the head of renkyere 'isn't catching'. 

, 
re-

Of course, properties of stems or affixes can be inherited from previous 

heads by affixes applied subsequently. In the preceding example, the word 

n-kyere is still a verb, for example, with all of the lexical properties of 

kyl,re 'catch'. 

However, as will be seen below, reference to certain aspects of the 

lKwawu data is given in standard (Akan) orthography. Where necessary, 
they are accompanied by a broad phonetic transcription. In addition, tones 
are transcribed as follows: ' = high,' = low; sentence initial syllables 
that have no mark are low; otherwise unmarked syllables indicate no change 
from the immediately preceding syllable; downstep is marked as a high tone 
following a high tone. 
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structure of words is excluded in principle from morphological analysis. 

These fall into two basic types: first, properties of parts of a word which 

are never beads, and could never be inherited, since tbey are never proper­

ties of the word. This will be relevant to a rule that combines whole words 

to make a complex word. 

The second type of property that cannot be inherited by affixes are mere­

ly stipulated as such. The analysis of Kwawu verb inflection, for example, 

requires us to postulate that "stemhood" is sucb a property: a word that 

contains an affix is never a stem. 2 

In fact, the notion "stem" is an interesting one in this light. In this 

paper, it is suggested (although not thoroughly argued) that the property of 

being a stem is relevant only for inflectional morphology and not for deri­

vational operations. This is proposed as a solution to a paradox concerning 

reduplication. 

It is worth noting how the He differs from similar theories, e.g. Lie­

ber's [1980] theory of feature percolation. In that theory, features of af­

fixes take precedence over features of roots when determining which features 

percolate to the combined form. In most cases, the He has the same result, 

since we are assuming that affixes are the head of affix + root combinations. 

However, by separating the notion "head" from that of "affix", we are able 

to make predictions for cases where a complex word contains no affixes, e.g. 

where it consists of two roots. Indeed, this is crucial to our analysis of 

adjacent verb series in section 3. 

1.2. Rule ordering. Two other theoretical assumptions should be mentioned. 

The first is that morphological rules are explicitly ordered. It may be the 

case that certain rules are disjunctively ordered, following work such as An­

derson [1982]. This will turn out to be of little consequence for the analy­

sis proposed here, in part because much of the work that might have been done 

by disjunctively ordering rules has been taken up by the He. 

2I dea11y, this should follow from the definition of stem; however, this 
goes beyond the scope of this paper. 
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The second assumption concerns the distinction between derivational and 

inflectional processes. Following Anderson [1982], I assume that derivation­

al processes op"erate in the lexicon and are not sensitive to syntactic infor­

mation. Inflectional processes are post-lexical and are (or at least can be) 

sensitive to syntactic environment. This distinction will be crucial in the 

discussion of the relation between stemhood and reduplication, which I take 

to be a derivational process in Kwawu. 

2. Verbal Affixation in Kwawu 

In this section I will present the basic facts about verbal inflection 

in Kwawu, along with their analysis in terms of the word-headedness theory. 

2.1. Basic tone. Verbs in Kwawu all have a basic lexical tone pattern 

which is predictable from the phonological structure of the word. The tone 

pattern that we refer to as basic is the pattern that shows up in the present 

(habitual) tense in non-negative sentences. This is one of the forms that 

have no (apparent) affixes; the others are the imperative and the stative. 

As we shall see, however, these (which have low tone) are best described as 

deriving from an underlying form with high tone. 

Monosyllabic verb stems have as their basic pattern a high (H) tone, and 

most disyllabic stems have LH. For ease of exposition, I will refer to 

these two classes of verbs as Class 1 and Class 2, respectively. I will as­

sume that the basic tone is assigned to verbs in the lexicon, according to 

the following rule: 

(1) " -+- H 
I 

[ (0) 
v 

o ••• ] 

That is, H is associated with the second syllable of the stem, if there 

are more than one, otherwise with the first. This rule applies in the lexi-

con to all verbs,3 whether active or stative. Furthermore, assume that L is 

3possib1e exceptions are irregular verbs, especially verbs that never in­
flect, e.g. de (usually glossed as 'take'), which always has low tone, ex­
cept in certain embedded environments, in which case all verbs get high tone 
on the first syllable. 
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assigned (in the lexicon) to syllables that are not specified as H. Thus, 

Class 2 verb stems are LH, and monosyllabic stems are H. 

There is, however, a class of disyllabic verb stems which have a basic 

tone pattern of HH, which I will call Class 3 verbs. Clearly, rule (1) is 

not sufficient. These verbs can be accommodated by (1) with some additional 

assumptions. First of all, it is significant that all such verbs are of the 

form CvirVi OT cVinvi:~ the vowel of the second syllable is always iden­

tical to the vowel of the first, and the second consonant is always [+sonor­

ant,+coronal]. Therefore, we can assume that rule (2) applies in the lexi­

con after (1), with the result that (1) correctly assigns H to the first syl­

lable of Class 3 verbs: 

(2) v / [+son] ___ U 
+cor 

For this analysis, it is also necessary to assume that the (high) tone 

of the syllable copied by (2) is copied along with the vowel. A sample deri­

vation of the Class 3 verb stem h6ro 'wash' is given in (3): 

(3) H 
I by rule (1) 

/hor/ + hor 

H H 
I A by rule (2) 

hor + horo 

The basic tone of a verb is assigned in the lexicon completely indepen­

dent of any lexical features (such as active or stative). based only on syl­

lable count. Morphological rules that change the tone of verbs (discussed 

in section 2.2) do just that: they alter the previously existing tone pat­

tern, usually by deleting tones. The alternative would be for these rules 

to assign tones to unspecified forms and then to assign the basic pattern to 

the remaining unspecified forms at the end of the derivation. This alterna-

~Stems of the form CVN may also be in this class. For discussion of the 
disyllabic status of CVN forms in Kwawu, see Dolphyne [1987] and Bat-El 
[1988]. 
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tive is unworkable, as will be shown at the end of section 2. 

2.2. Verb inflection. I will assume, following Anderson [1982], that in­

flectional formatives, or morphemes, are introduced by rule rather than be­

ing drawn from the lexicon and inserted in a phrase-marker. Nothing crucial 

in this analysis depends on this assumption, but I believe it makes it easier 

to describe the distribution of certain formatives. 

2.2.1. Affixes. Negative: All verbs, whether active or stative, inflect 

for negation in the same way, with a low tone nasal prefix. The rule for 

this 1s given in (4): . 
(4) [+V,+negative] ~ N + V 

Optative: The rule that introduces the optative prefix is given in (5). 

Optative is taken to be [-indicative,-imperative]. 

(5) [+V,-indicative,-imperative,-negative] ~ N + V 

The optative rule cannot apply to verbs that are inflected for negation; 

negative optative verbs in Kwawu have only one nasal prefix, which has low 

tone, indicating that it is the negative prefix. 

Future and Progressive: In non-negative simple sentences, future tense 

is marked by a verbal prefix b~-, and progressive aspect by the prefix 

re-. In negative contexts, this distinction is neutralized. This is illus­

trated in (6): 

(6) koff re- n- k5 kumase 
K. FUT/PR-NEG-go Kumase 

'Kofi will not go to Kumase' or 
'Kofi is not going to Kumase' 

In non-negative serial constructions, the prefixes b~- and re- show 

up only on the main (first)5 verb of the construction. The following verb(s) 

have a different prefix a-, called the consecutive prefix. We can write a 

set of disjunctively ordered rules to introduce these formatives as in (7),6 

5These prefixes appear on the first verb of a verb series unless that verb 
is uninflectable de 'take', in which case they appear on the second verb. 

6This is only for the sake of exposition. I do not wish to rule out a 
syntactic analysis for the distribution of these affixes, for example. 
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where [+FUT/PR] is the feature' shared by future and progressive forms: 

(7) i. [+V,+FUT/PR,-NEG,-PROG] ... b~ + V / main verb 

11. [+V,+FUT/PR,-NEG] ... re + V / main verb 

11i. [+V,+FUT/PR] ... re + V / main verb 

iv. [+V,+FUT/PR,-NEG] ... a +V 

In negative contexts, the consecutive prefix does not show up, either, as 

(8) demonstrates: 

(8) a. kof1 be- ye adwGma a- me yaw 
K. FUT-do work CONS-give Y. 

'Kofi will work for Yaw' 

b. koff re- n- ye adwGma (*a-) m- m~ yaw 
K. FUT/PR-NEG-do work (CONS-) NEG-give Y. 

'Kofi will not work for Yaw' 

Thus the consecutive prefix, like the optative prefix, cannot cooccur with 

the negative prefix. 

Note that other inflectional affixes (such as the negative prefix in 

(8b» usually show up on all verbs in a serial construction. Indeed, it is a 

property of serial constructions in Kwawu that the verbs in a construction 

share all features for tense/aspect, mood, and negation. 

Other affixes: The perfect prefix is a-, which is homophonous with 

the consecutive prefix. However, it is clearly a distinct affix, since it 

does cooccur with the negative prefix, as shown in (9): 

(9) a. kof f a- n- k6 k~m~se 
K. PERF-NEG-go Kumase 

'Kofi didn't go to Kumase" 

'The negative perfect in Kwawu is semantically simple past, whereas the 
negative past is semantically perfective. I have no explanation for this 
"switching" effect, but I do not think that it is a morphological effect per 
se. In other words, the forms given in (9) are formally perfect rather than 
past, and since we are concerned with the formal properties of inflection, we 
will ignore the strange semantic effect. 
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b. koff a- n- y~ adw6ma *(a-) m- m~ yaw 
K. PERF-NEG-do work (PERF-) NEG-give Y. 

'Kofi didn't work for Yaw' 

Past tense: The simple past tense in Kwawu is marked by three different 

things, only two of which will concern us here. When a verb in the past 

tense is S-fina1, it has an extra suffix, -E , in addition to the other af­

fixes, which are described below. This suffix will be of no concern to us 

here, although it will show up in some examples. 

Of the two that will be discussed, one is a tone-changing rule and will 

be discussed in section 2.2.2. The other is a suffix consisting of a length­

ening of the final segment of the verb stem, e.g. k6 'go' becomes koo 

'went', fura 'put on' becomes furaa 'put on (past)', h6ro 'wash' becomes 

horoo 'washed', etc. The added segment has low tone. We can write a rule 

for this as in (10): 

(10) [+V,+past] ~ V + ~ where x is a slot on 
the CV tier 

This suffix is crucial to the discussion in section 3. 

2.2.2. Tone changing rules. There are three morphological rules in Kwawu 

whose sole effect is to make the tone of the verb stem low. These apply to 

stative, imperative, and past tense forms. Since we are assuming that the 

basic tone of a verb is assigned in the lexicon, these rules must delete 

high tones associated with verb stems. 

The past tense tone rule applies only to Class 1 and 3 verbs, i.e. to 

verbs whose initial tone is H. This rule is given in (11): 

(11) H ~ 0 I [+V,+past] 
I 

[ cr ••• ] 
v 

Rule (11) deletes H only if it is linked to the first syllable of the 

verb. This provision correctly excludes Class 2 (basic disyllabic) verb 

stems from undergoing this rule. The correct past tense form of bJs~ 'ask' 

is bis~a. not *blsaa. 

The tone-changing rules for stative and imperative verbs are given in 
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(12) : 

(12) a. H + ~ / [+V,+imperative] 

b. H + 0 / [+V,-active] 

213 

In each case, any H linked to the verb stem is deleted regardless of 

which syllable it is linked to. These rules differ in this respect from the 

past tense tone changing rule (11). It is necessary to state the rules in 

this way because the stative and imperative forms of all verbs are all low, 

whereas the past tense tone change does not apply to Class 2 verbs. 

Nor can it be the case that the rules in (12) delete highs that are 

1:1.t\.~ed to fi:na1. s-y1.1.ab1.es. 'fue t:edutl1.i.eated fOl:m of a Co1.ass 2. vet:b sueb. as 

kyer~ 'show' has a basic tone pattern of LHLL, i.e. kyer~kyere 'teach'. 

This follows from rule (1), which assigns basic tone to all verbs, along 

with one additional assumption, viz. that reduplication applies before (1). 

The reduplicated verb, kyerekyere , is assigned H linked to the second syl­

lable, as in (13): 

(l3) H 

I by rule (1) 
kyerekyere 

All remaining unspecified syllables get linked to L. This must occur 

in the lexicon and before the application of (2) (since (2) was assumed to 

copy tones). This derives the correct tone pattern: 

(14) L H L 

II A 
kyerekyere 

This class of verbs (reduplicated dis syllabic verbs) is not exempt from 

(12a), as demonstrated in (15): 

(15) a. bisabisa 'ask around" 
ask: around-IMP 

b. *b I s~b lsa 

c. kyerekyere no 'teach him!' 
teach-IMP him 
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d. *kyerekyere: no 

Thus it appears that rule (12a) , and probably (12b) as well, are correct 

as given. 

The interesting thing about rules (11) and (12a,b) is that they do not 

apply to verbs which have the negative prefix. Example (16) shows this for 

the past tense, (17) for the stative, and (18) for the imperative: 

(16) a. yaw hu -u no 'Yaw saw him' 
Y. see-PAST him 

b. yaw n- hG -u no 'Yaw hasn't seen him' (see fn. 7) 
Y. NEG-see-PAST him 

(17) a. koff hye atadile 'Kofi is wearing an atade' 
K. wear-STAT 

b. koff n- hy~ atadile 'Kofi is not wearing an atade' 
K. NEG-wear-STAT 

(18) a. twa dGa no 'cut the wood!' 
cut-IMP wood DEF 

b. n- twa dGa no 'don't cut the wood!' 
NEG':'cut-IMP wood DEF 

c. kyekyere no 'tie him up!' 
tie:up-IMP him 

d. n- kyekyilre no 'don't tie him up!' 
NEG-tie:up-IMP him 

These "affixes" join the consecutive and prefixes in the class of forma­

tives that cannot cooccur with the negative prefix. However, unlike the con­

secutive and optative prefixation rules, the inability of the tone changing 

rules to cooccur with the negative affix will be attributed to the HC. 

2.3. Stemhood. 

2.3.1. The analysis. As indicated above, the analysis of rules which cannot 

coo~cur with the negative prefix involves the HC. In order to appeal to the 

He to derive these facts, it must be the case either that the words these 

rules cannot apply to lack some property which is necessary for the applica­

tion of the rules or that they have some property which is incompatible with 
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the application of these rules. In order for a word to have or lack a prop­

erty. its head must have or lack that property by the HC. Since the rules 

in question do apply to bare stems, but not to verbs which have the negative 

prefix, the problem must be with the prefix, which is the head of the words 

at the point in the derivation where the rule tries to apply. 

It could be, for example, that these rules all have the property of not 

being able to apply to words that are [+negative]. As it turns out, however, 

the solution has nothing to do with negation per se. It so happens that the 

negative affix is usually the one that prevents these rules from applying be­

cause it is one of the few affixes that is attached before these rules apply. 

But other affixes also block the .application of these rules. 

For example, the aspectual prefixes bE- (not to be confused with the 

future tense prefix be-) and ko-, referred to by Christaller [1875] as 

the "ingressive" prefixes, also block the application of the imperative rule, 

as (19) demonstrates: 

(19) a. t::J okraman 'buy a dog!' 
tiuy-IMP dog 

b. bE-t6 okraman 'come buy a dog!' 
BE-buy dog 

c. ton okraman 'sell a dog!' 
sell-IMP dog 

d. ko-t6n okraman 'go sell a dog!' 
KO-sell dog 

We have already seen (in (15) and the accompanying discussion) that the 

rule that changes the tone of the imperative does not care what syllable the 

H that it deletes is linked to. Therefore, there must be something morpho­

logical that blocks the application of rule (12a) in (19). 

The ingressive affixes look a great deal like the verbs ba 'come' and 

k6 'go' and are translated into English as these, but these cannot be ana­

lyzed as independent stems, since verbs with an ingressive prefix behave mor­

phologically like one verb, taking only one affix between them. Observe the 

contrast in (20), where (a) has a verb with the prefix ko- and one nega-



216 Studies in African Linguistics 19(2), 1988 

tive prefix, and (b) has a true serial construction and two negative prefix-

es: 

(20) a. kof 1 n- 10- da 
K. NEG-KO-sleep-STAT 

'Kofi should8 not go to sleep' 

b. yaw n- ka n- kyer~ keff see afua ho ye fe 
Y. NEG-say NEG-show K. that A. body do beauty 

'Yaw doesn't tell Kofi that Afua is beautiful' 

Moreover, as Paul Schachter [p.c.] has pointed out, there are genuine 

serial constructions with ingressive meaning using ba and k5 as the first 

verb. These often cooccur with verbs with ingressive prefixes, as in (21): 

(21) kof f ko 10- da 
K. go KO-sleep 

'Kofi goes to sleep' 

Therefore, these must be genuine affixes. I conclude that in (19) the 

imperative tone change is blocked because of the affix on the verb. 

Similarly, the tone change of the stative is blocked if there are any 

other affixes on the verb. Consider, for example, the sentences in (22), 

which contain examples of stative verbs which are inflected for future tense 

or optative mood: 

(22) a. kwas1 ye t1kya 'Kwasi is a teacher' 
K. be-STAT teacher 

b. *kwas1 ye ti kya 
K. do teacher 

c. kwasf be- ye tikya 'Kwasi will be a teacher' 
K. FUT-be teacher 

d. *kwasf be-ye t1kya 

e. kwasf n- ye t ikya 'Kwasi should be a teacher' 
K. OPT-be teacher 

f. *kwasf n-ye t1kya 

8This sentence was actually elicited as negative optative, but as noted 
above, this form is syncretic with the simple present negative. 
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Examples (22a) and (22b) show that only the stative form of the verb is 

acceptable in this configuration. Nevertheless, in (22c) and (22e), the 

verb stem has high tone rather than the low tone usually associated with the 

stative. Apparently this rule, too, is blocked by the presence of an affix. 

Why should the presence of an affix prevent these rules from applying? 

It seems that they can only apply to bare stems, i.e. verbs that have no af-

fixes. I assume, then, that this is indeed the case: the rules must be 

stated so as to apply only if the (head of the) word is a stem. 9 We can re-

write (11) as (ll'), and (l2) as (12'): 

(ll') H ...- ., I [+V,+past. +stem] 
I 

[ a 
v 

... ] 
(12 ') a. H ...- ., I [+V,+imperative,+stem] 

b. H ...- fl I [+V,-active,+stem] 

If the word has an affix at the point in the derivation when these rules 

apply, then the affix, rather than the stem, is the head of the word, and the 

rules cannot a\l\ll'j'. This tollo'ols t1:o\\\. tb.e Re. I.t is no dou\)t. ~t. a cot:n.c.:l.­

dence that all of the rules in Kwawu that have this property are rules that 

delete tones rather than add an affix. I have no explanation as to why that 

should be the case, however. 

2.3.2. A remark on basic tone insertion. This analysis also provides an ar­

gument for the assumption made at the beginning of section 2, viz. that the 

basic tone pattern of verbs is assigned in the lexicon and the tone-changing 

rules alter the existing tone pattern. The alternative would be for these 

rules to insert L in the appropriate place on a stem which is unspecified 

for tone. At the end of the derivation, the basic tone is assigned (by in­

serting H and linking it to the appropriate syllable) to stems that have 

not yet been specified for tone. It turns out that the domain of this rule 

would be (a) the verbs which have remained bare stems, i.e. present habitual 

forms, and (b) just those verb stems which are not heads of words. (a) and 

9But see note 2. 
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(b) form a rather unnatural class, I think. 

In contrast, the assumption that basic tone is inserted lexically and 

then changed in some environments allows us to state all the rules affecting 

the tones of verbs in uniform ways, so that they apply to natural classes, as 

it were. 

3. Adjacent Verb Series (AVS) 

In this section I will discuss a problem in the inflectional system of 

Kwawu and propose a solution which makes use of the HC. I believe that the 

theory of word-headedness provides an elegant solution to the problem, where­

as other analyses seem ad hoc and unsatisfying. I ·wil1 discuss what I think 

!s the best alternative analysis at the end of this section and demonstrate 

its shortcomings. 

3.1. The problem. In most cases, except where noted, serialization does not 

directly affect verbal inflection. Verbs in a series apparently always share 

all tense/aspect and mood features, with a few alternations specific to main 

verbs (usually the first member of the series), and they always agree in po­

larity. This is true, for example, in (23): 

(23) kof f ka- a asem kyere:"'e yaw 
K. say-PAST thing show-PAST Y. 

'Kofi told Yaw something' 

Each verb shows the expected past tense marking. K~ 'say' is a Class 1 verb, 

so it has a lengthened final segment and low tone throughout the stem in this 

tense; kyere 'show' is a Class 2 verb, so it gets only the final lengthening. 

However, if the two verbs in (23) were adjacent, as in (24), then only 

the second one would get past tense marking. The first one gets neither the 

final lengthening nor the low tone on the stem. This I will refer to as the 

Adjacency effect. 

(24) kof f ka kyere-e yaw see ••• 
K. say-0 show-PAST Y. that ••• 

'Kofi told Yaw that ••• ' 

This contrast only appears in the past tense. In (25), the same two 
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verbs are in the perfect. In (25a) they are adjacent, in (25b) they are not: 

(25) a. koff a- k~ a- kyere yaw seE 
K. PERF-say PERF-show Y. that 

'Kofi has told Yaw that ••• ' 

b. koff a- k~ asem a- kyere yaw 
K. PERF-say thing PERF-show Y. 

'Kofi has told Yaw something' 

The explanation of the Adjacency effect is the subject of section 3.2. 

3.2. The analysis. The basic form of the analysis of the Adjacency effect 

described in the preceding section is to assume that at some level of the 

derivation adjacent serial verbs combine to form a single complex verb, so 

that affixation rules apply to the combination as a whole, rather than to 

each part. First, however, it will be instructive to see how a more straight­

forward analysis might handle these facts. 

The observable differences between the past tense form in (24) and what 

is expected, i.e. the form in (23), are two: 

(lengthening) is missing from the first verb 

(i) the past tense suffix 

k~ , and (ii) ka has high 

tone, even though it is monosyllabic and should get low tone in the past 

tense. The most straightforward account of this is to write rules that (i) 

delete the final vowel of k~, and (ii) insert a high tone. These rules 

would have to be stated so as to apply just to the past tense, which could 

be handled by assuming that suffixes are deleted or long segments shortened, 

and they must also apply only if the following word is a verb. Thus, it must 

take into account both morphological and phonologocial information. 

The most unattractive aspect of this approach, however, is that it does 

not explain anything. If it turns out that there are other effects associat­

ed with this structure, the approach outlined above would have to say that 

this is a coincidence, i.e. that the two effects are independent and unrelat­

ed. In fact, it says just that about the two parts of the effect noted: the 

loss of the lengthened segment and the high tone on the first verb. It 

leaves unexplained why these two things cooccur. 

Instead we will seek an explanation that ties these facts together and al-
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lows for the possibility that other observable effects will follow from the 

same explanation. Suppose, then, there is a rule that reanalyzes members of 

an adjacent verb series as a single complex word, as in (26): 

(26) AVS Reanalysis 

This rule applies to verbs that are string adjacent without reference to, 

or effect on, the syntax. The output is a single verb made up of the adja­

cent verbs of a serial construction. Since the effect of this rule only 

shows up in the past tense, it is necessary to assume either that it applies 

only to verbs in the past tense or that it applies before the past tense in­

flection rules but after the other inflectional rules. 

The latter is definitely preferable, since it does not require the men­

tion of a particular feature in the statement of the rule. In fact, we can 

find evidence that this approach is correct. In the past negative, the ef­

fect of rule (26) is apparent, in that the past tense inflection is missing 

from the first verb of the combination, but each verb has a negative prefix, 

as in (27): 

(27) yaw n- ka n- kyer~-e kef! see 
Y. NEG-say-~ NEG-show-PAST K. that 

'Yaw has not told Kofi that 

This is explained by the assumption that (26) applies after certain in­

flectional affixation rules, but before the past tense rules. The rule that 

attaches the negative prefix applies first, affecting both verbs; then AVS 

REANALYSIS applies, making the sequence n-ka n-kyer~ a single word to which 

the past tense inflection rules apply just once. 

In fact, (26) follows all of the inflectional rules discussed so far ex­

cept for the two rules for past tense inflection (10,11'). 

Since the reanalyzed verbs are a single word when the past tense rules 

apply, they can only apply to the whole construction once. For rule (10), 

which adds a segment to the end of the word, this is straightforward: a sin­

gle segmental slot is added to the right edge of the complex word, as in (28): 
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For rule (11'), which deletes a high tone on the stem of a verb in the 

past tense, matters are slightly more complex. In AVS constructions, this 

happens only on the rightmost member of the series if that verb is Class 1 or 

3 (initial high tone): 

(29) kof f pu gu- ue: lO 'Kofi spat it out' 
K. spit-0 drip-PAST 

The initial verb of this series, p6 , not only lacks the additional seg­

ment of the past tense suffix, but it has high tone rather than low. To ac­

count for this, we need a way of referring to the rightmost verb in the re­

analyzed construction. 

Here is where the HC comes in. I propose (the head of) 

of the reanalyzed verb in (26). Thus, in (29), the head of 

V2 is the head 

[ pu gu] is gu 
v 

after rule (26) has applied. This word ([pu+gu]) now has the property 

that its head (gu) is a stem. Consequently, rule (11), which applies only 

to stems, can apply to it. Rule (11') cannot apply to pu, however, since 

it is not the head of anything. 

3.3. Another post-reanalysis rule. There is a morphological rule that ap­

plies to Class 3 verbs (the underlying1y monosyllabic verbs that become dis­

syllabic) and to reduplicated Class 3 verbs, but to no other class of verb. 

That rule is the subject of this section. 

Consider the sentences in (30): 

(30) a. 0- be- kyere koff 'he will catch Kofi' 
3sg.-FUT-catch K. 

b. ,J-bt.;.kyere twGm 'he will catch Twum' 

c. o-be-kyere da biara 'he will catch everyday' 

d. o-be-kyere da biara 'he will catch it everyday' 

lOThe extra -e: in this case shows up on all verbs in the past tense that 
are clause final. It is in addition to the final segment lengthening that al­
ways shows up. See section 2.2.1. 
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In sentences (30a), (30b) , and (30d), the final tone on the verb is low 

whereas in sente~ce (30c) the final tone is high. The verb is the same in 

each case and in the same tense, the only difference being that in (30a), 

(30b) , and (30d), but not in (30c), the verb is followed by a noun phrase ob­

ject, whether overt or empty. The pair (30a) and (30b) shows that the pres­

ence of the final L is not sensitive to the initial tone of the NP; pair 

(30b) and (30c) shows that it is sensitive to whether or not the verb has an 

NP object; and the pair (30c) and (30d) shows that this holds even if the ob­

ject is null (inanimate, unemphatic object pronouns are almost always null in 

Kwawu). 

This alternation only appears in Class 3 verbs (and their reduplicated 

forms) in non-suffixed tenses where the basic tone is preserved, i.e. present, 

future, progressive, and perfect tenses of active verbs. In all other tenses, 

Class 3 verbs end in low tone anyway. 

Now suppose, for concreteness, that this alternation is triggered by a 

morphological feature related to the verb's ability to assign Case to an 

NP. 11 Let us call this feature [+Case]. The rule accounting for the alterna­

tion is given in (3l): 

(3l) [+V,+Case] + V + L (low tone) 

Class 3 verbs (and their reduplicated forms) have the unique property that 

their basic tone pattern consists of H linked to two syllables. We can as­

sume, then, that the floating L inserted by (3l) is allowed to link up to 

the syllable to its left only if that syllable is linked to an H that is al­

so linked to another syllable. In this way, the fact that this alternation 

shows up only on Class 3 verbs is accounted for in terms of the phonological 

representation of the verb. 

Recall that in section 3.2, AVS Reanalysis was claimed to apply to adja­

cent verbs in all tenses, even though the overt alternation usually only 

showed up in the past tense. If this is the case, then it ought to apply to 

llIn fact, nothing depends on this assumption. I choose this feature 
merely because it relates "the rule to the presence of NP. 
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the adjacent verbs in (32a), where the verbs are in the present tense. Fur­

thermore, the first verb in the sequence is a (reduplicated form of a) Class 

3 verb and hence should show the alternation described by (31). The expected 

final low tone is present in (32b) and (32c) but absent in (32a) , where the 

verbs are adjacent: 

(32) a. yaw kyekyere b~ dua ho 
Y. tie:up hll tree outside 

'Yaw ties it up to a tree' 

b. yaw kyekyere no b6 dua ho 
Y. tie:up him hit tree outside 

'Yaw ties him up 

c. yaw kyekyere 
Y. tie:up 

'Yaw ties it up' 

to a tree' 

The absence of the expected low tone on the final syllable of kyekyere 

in (32a) is explained by the Head Convention under the analysis proposed here, 

assuming that rule (31) applies after AVS Reanalysis. Since kyekyere and 

b~ are adjacent, they are subject to AVS Reanalysis and are a single complex 

verb at the point where rule (31) applies. But only properties of heads of 

words are visible to morphological rules, and kyekyere is not the head of 

this construction, b~ is. Hence, the feature [+Case] is not visible to the 

rule, since they are not features of the head, therefore the rule cannot ap­

ply. 

Since this rule also seems to be sensitive to whether serial verbs are ad­

jacent or not and can be explained in terms of the analysis proposed in sec­

tion 3.2, it provides independent evidence in favor of that analysis and 

hence in favor of the theory of word-headedness adopted here. 

3.4. An alternative analysis. In this section I will discuss a plausible al­

ternative analysis of the Adjacency effect, and then present arguments against 

it. 

3.4.1. The analysis. In section 3.2, we tried to account for the fact, among 

others, that when serial verbs in the past tense are adjacent, only the right-
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most member of the sequence gets inflected, while all the other members 

showed their basic tone pattern, e.g. the pattern associated with the present 

tense. But it is conceivable that the unexpected high tone on ka in (24), 

repeated below, is due not to a lack of inflection, but rather to a high tone 

inserted between the verbs: 

(24) koff ka kyer~-e yaw seE 
K. say-~ show-PAST Y. that ••• 

'Kofi told Yaw that ••• ' 

If this is the case, then all that needs to be accounted for in (24) is 

the absence of the final lengthening on ka. Suppose, then, that this is al­

so triggered by the inserted floating H in the following manner: assume 

that the added segment (the past tense suffix), which is always associated 

with low tone" deletes when followed by a floating H , allowing the H to 

associate with the preceding syllable, i.e. the final syllable of the stem. 

Where does the floating high tone come from? Suppose that in any serial 

construction, no matter whether the verbs are adjacent or what the tense is, 

a floating H is inserted before the second verb as a sort of connective mor­

pheme. Some independent evidence for this position is taken from sentences 

like (33): 

(33) s. yaw de n6 kyer€ kof! 
Y. take him show K. 

b. me- to- oe ton- nE 
lsg-ouy-PAST sell-PAST 

'Yaw shows him to Kofi' 

'I bought and sold it' 

In (33a), the object pronoun n6 has high tone whereas object pronouns in 

general have low tone, as in (34): 

(34) yaw f~ no 
Y. take him 

'Yaw takes him' 

Similarly, in (33b), the final -E of too~ 'bought' is high, though 

this form is usually low, as it is in tonnE 'sold'. This hypothesis pro­

poses that since pronouns have no lexical tone (L being a default tone), a 

floating H before kyere associates with the pronoun, making it high. The 

reason it does not happen in (34) is because this is not a serial construc-
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tion, and hence there is no connective floating H The presence of this 

floating H could also be used to account for the lack of final syllable 

lowering illustrated in (32a) above. 

In summary, the presence of a floating high tone before any non-initial 

member of a verb series is responsible for (i) the deletion of the past tense 

suffix and (ii) the presence of a high tone on the final syllable of a pre­

ceding adjacent verb. These phenomena are handled, it is claimed, without 

recourse to a rule that combines adjacent verbs into a complex verb. 

3.4.2. Problems with the analysis. The problems with this analysis are ba­

sically two: (i) when a broader range of data is considered, the analysis of 

the association of the floating H needs to be complicated; (ii) it is un­

able to account for exceptional cases. 

First, consider the case of Class 3 verbs in non-final position in a se­

quence of adjacent verbs, illustrated in (32a), repeated here: 

(32) a. yaw kyeky~re bo du~ ho 
Y. tie:up-~ hit tree outside 

'Yaw ties it up to a tree' 

In this case, the last two syllables of the first verb have high tone, 

not just the last one. Hence, there is a single high tone linked to two syl­

lables. There is now a problem, and that concerns the tone lowering rule dis­

cussed in section 3.3. If this rule applies to any tense in which these verbs 

normally end in high tone, as suggested above, then what prevents it from ap­

plying in (32a)? On the other band, if the rule of final syllable lowering 

specifies that it cannot apply in the past tense, then that would entail a 

complication of that rule. 

I think that the problem with Class 3 verbs is actually a relatively mi­

nor problem, since these verbs have been argued to derive from underlying mon­

osyllabic forms. 

Far more troublesome is the exceptional behavior of the serializing verb 

de , often glossed as 'take'. When this verb is the initial member of a se­

quence of adjacent verbs in whatever tense, it has low tone, which is its ba-
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sic tone pattern. 12 This is illustrated in (35): 

(35) a. yaw de rna- a koff 
Y. take give-PAST K. 

'Yaw gave it to Kofi' 

b. koff de kyeky~re bo- 0 d6a no ho 
K. take tie:up-~ hit-PAST tree DEF outside 

'Kofi tied it up to the tree with it' 

According to the hypothesis under consideration, de should have high 

tone in this environment, since it precedes a floating high tone, which pre­

cedes the following verb. One way to handle this would be to say that for 

whatever reason, de is an exception: verbs following de do not have a 

floating H connective immediately preceding them. However, it was precise­

ly in this environment, i.e. after de , that the evidence for the high tone 

was claimed to have been found, as in (33). Either de is not an exception, 

in which case (35) is unexplained, or a high tone on an object pronoun occur­

ring between serial verbs is not related to the tone changes associated with 

the Adjacency effect. 

The first alternative is unacceptable: if there is independent evidence 

at all for the connective high tone, it comes from constructions with de 

(recall (33». The second alternative, as we shall see, is arguably the cor­

rect conclusion. 

The distribution of object pronouns with high tone is not entirely trace­

able to serialization and is quite clearly a fact about pronouns to the exclu­

sion of lexical NP's. Consider the sentences in (36) and (37): 

(36) a. yaw de 
, 

kyer~ koff 'Yaw shows him to Kofi' no 
Y. take him show K. 

b. yaw de ago 
, 

koff 'Yaw gives velvet to Kofi' rna 
Y. take velvet give K. 

(37) a. koff 
, , 

'Kofi spits him out' pu no gu 
K. spit him drip 

b. koff 
, , , 

'Kofi spat him out' pu- u no gu- ue 
K. spit-PAST him drip-PAST 

12The so-called secondary tone environment is an exception to this: de, 
like all other verbs, has high tone on the first or only syllable in certain 
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In (36a), an object pronoun gets high tone, but in (36b), a noun with 

lexical low tone retains its normal tone pattern in the same position. In 

(37a) the object pronoun gets low tone after pG 'spit', which has high 

tone, even though it is a serial construction. This contrasts with (37b), 

where the pronoun again gets high tone after low tone puu 'spat'. This 

suggests that, at the very least, whether an object pronoun gets high tone 

depends on the form of the verb that precedes it. 

Although the precise distribution of high tone object pronouns is not 

clear, it is apparent that it is not part of the same phenomenon as the Adja­

cency effect. The presence of a floating high tone connective may ultimate­

ly be the explanation of the fugitive high tone pronouns and the high tone 

suffiX -E, but this cannot explain the behavior of adjacent verb series. 

3.5. Rule order. We have argued that a rule of AVS Reanalysis is necessary 

to account for certain alternations in past tense inflection, as well as for 

other alternations. It was claimed that this rule preceded the rules of past 

tense inflection but followed most other inflectional rules. The order of 

the rules described here, insofar as this is not stated explicitly in the 

text, is given in (38). Rules mentioned in the same line indicate that there 

is no evidence to suggest that one is ordered before another. 

(38) i. Ingressive prefixation 

ii. Negative pref. (4); Optative pref. (5) 

iii. 

iv. 

Imperative tone change (12'a); FUT/PR rules (7); Perfect pref. 

Stative tone change (12'b) 

v. 

vi. 

vii. 

viii. 

AVS Reanalysis 

Past tense tone change (11') 

Past tense suff. (10) 

Class 3 transitivity rule (31) 

It is assumed that all the rules mentioned in (38) are inflectional, i.e. 

post-lexical. Some of the consequences of this are discussed in the next section. 

subordinate clauses. It is of course an interesting question as to why 
which never shows any inflection, apparently does show this alternation. 
ertheless, this is arguably an independent issue. 

de , 
Nev-
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4. Related Areas 

In this section, I discuss two related areas of Kwawu morphology that 

are of interest to the theory adopted here. One is the status of the Head 

Convention with respect to derivational morphology in nominal elements, and 

the other concerns a particular problem posed for the analysis by reduplicat­

ed verbs, which I also take to be derivationally complex. 

4.1. Nominal suffixes. Words of category [+N] can take certain prefixes, 

which often distinguish between singular and plural. There are four such 

prefixes: e-, 0- , a- ,and N-. The first two are always singular and 

alternate with one of the other two in the plural. The last two can be sin­

gular or plural; if a noun takes a- in the singular, it could take either 

a- or N- in the plural; if it takes N- in the singular, it takes N-

in the plural. Which prefixes a noun takes is a lexical (and largely idio­

syncratic) property of the noun. 

Often, when a noun is formed by attaching the [+human] suffixes -ni 

(sg.) or -fo (pl.) to a noun, the resulting word takes 0- as its singular 

prefix and a- as its plural prefix, e.g. kyerekyere 'teaching', 

o-kyerekyer~ni 'teacher', a-kyerekyerefo 'teachers'. 

This holds even if the noun root that the suffix attaches to takes dif­

ferent prefixes. For example, a-buro (sg.) m-buro (pl.) 'corn', becomes 

o-buro-ni (sg.) a-buro-fo (pl.), literally 'corn person(s)', but used to 

mean 'European(s)'. This fact follows from the Head Convention, since the 

suffix is the head of the word and consequently the properties of the suffix 

are the properties of the word. The relevant properties of -ni/-fo are 

that they take the prefixes 0- and a-. That is, whatever feature(s) of 

nominal elements are associated with this set of prefixes is an inherent prop­

erty of the -ni/-fo suffix and therefore a property of a word that has one 

of these suffixes as its head. 

There are some apparent exceptions to this generalization. Specifically, 

many place names that take a- as their prefix in both the singular and plu­

ral forms do so also when they appear with the derivational suffixes -ni or 

-fo, e.g. as~nte 'Asante (adj; sg. or pl.)', asante-nf ,asante-f6 'Asan-
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te person(s)'. The expected singular form osante-nf also occurs, but the 

existence of the forms with a- poses a problem for the Head Convention. 

I suggest that the form asante has become reanalyzed in these cases as 

a single morpheme without a prefix. One might wonder, then, why other pre­

fixes have not become reanalyzed as well. There are two possible explana­

tions for this. First, the prefixes 0- and e- are always singular; any 

noun or adjective that takes either of these in the singular takes either a­

or N- in the plural. Therefore, these are more transparently prefixes 

since they always show alternation for number. 

The second possible explanation has to do with the morpheme structure con­

straints of Kwawu. Root morphemes cannot have either 101 or lei as their 

first segment. Arguably, lal can be root-initial. There are function words 

in Kwawu that begin with lal, where it is apparently not a prefix, e.g. aa 

(relative clause complementizer). There are also other words where initial 

lal looks like a prefix but behaves in a way that is unexpected of prefixes, 

e.g. as~ 'under (N)'. Although this looks like a prefix, it can occur in­

ternal to compounds, for example in kumase (name of a city, but lit. 'under 

the kum tree'). This is unexpected if these prefixes are inflectional and 

therefore not attached in the lexicon. Therefore it is not surprising that 

lal has been reanalyzed in some cases, but 101 and lei have not. 

4.2. Reduplication. Verb reduplication in Kwawu is a productive process. 

Class 1 and 3 verbs reduplicate by copying the initial syllable to the left 

of the root. The vowel in the copied syllable is always [+high], but agrees 

in roundness with the original vowel. For example, twa 'cut' reduplicates 

as twitwa 'cut to pieces'; b6ro [boro] 'get drunk' becomes bob6ro 

[boboro] 'get drunk (dist.)·'. 

Class 2 verbs reduplicate by total reduplication, with no change in the 

vowels. For example, bisa 'ask' becomes bisab1sa 'ask around'; kyer~ 

'show' becomes kyer~kyere 'teach'. 

For all verbs, the reduplicated forms are subject to the tone assignment 

rule (1): all reduplicated.verbs have low tone on the first syllable and 

high on the second syllable; reduplicated forms of Class 3 verbs have high on 
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the third syllable, as expected (see section 2.1). Since this rule was ar­

gued to apply in the lexicon and since it must follow reduplication, it fol­

lows that reduplication applies in the lexicon, as well. By the division 

adopted in section 1, this means that it is a derivational process. 

This makes sense, since the meaning of the reduplicated form, though re­

lated, is not entirely predictable from the meaning of the root form. The 

most usual case, however, is for the reduplicated verb to have a distributive 

sense, while maintaining the basic sense of the root verb. 

It is apparent that reduplication, at least in the case of Class 3 verbs 

(~hich is clearly partial reduplication), involves some sort of affixation. 

More specifically, it is clearly not a case of concatenating two stems. 

Recall from section 2 that some rules of verb inflection are sensitive to 

whether or not the (head of the) word they apply to is a stem. One of these 

rules changes the tone on verbs in the imperative mood, making them all low. 

Since reduplication involves affixation, the imperative rule ought not to be 

applicable to reduplicated forms since reduplication (which is a lexical rule) 

applies before the inflectional rule of imperative. 

However, this is not the case, as shown by (39): 

(39) a. kyekyere no 
tie:up-IMP him 

b. bisabisa 
ask:around-IMP 

'tie him up!' 

'ask around I , (= l5a) 

Assuming that the analysis of the imperative rule is correct, (39) poses 

a serious problem for the Head Convention. Indeed, it appears to be a 

straightforward counterexample to it. 

Notice that it cannot be the case that derivational affixes are not sub­

ject to the HC since the derivational suffixes discussed in section 4.1 were 

shown to act as heads of the nouns they appeared in. Therefore, something 

else must be at work here. Reduplication has been argued to be a derivation­

al, i.e. lexical, process of word formation. All of the other morphological 

rules affecting verbs that have been discussed are of the type that are typic­

ally thought to be inflectional. 
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I suggest, then, that the solution to the problem illustrated in (39) is 

that the notion of stem is undefined for lexical processes. In other words, 

a ~e~~vat~0~a~~1 co~v~ex ~o~~ ~s st~~~ a ste~ so ~o~~ as it uas ~o i~flec­

tional affixes. This corresponds rather neatly with the lexical/post-lexical 

distinction that is assumed to underly the derivational/inflectional distinc­

tion. A stem in this conception is a form that can be inserted into a phrase 

marker by Lexical Insertion. Derivational rules form words before Lexical 

Insertion, whereas inflectional rules operate on words that have been insert­

ed into a syntactic representation. 

One apparent problem with this approach to which I have no solution to 

offer is that it makes the rule that accounts for stative morphology inflec­

tional. It follows the rules that attach the negative affix, the future pre­

fix, and the optative prefix. These rules clearly apply to forms bearing fea­

tures that are taken from the syntactic environment, i.e. tense and aspect 

features, which are properties of sentences or of verb phrases, and are there­

fore post-lexical. 

One would think, however, that the feature [±active] is a lexical proper­

ty of verbs, and independent of syntactic configuration. It is therefore odd 

that the one morphological rule that makes reference to that feature is a 

post-lexical rule. 

5. Conclusion 

We have discussed several morphological processes in Kwawu, especially in 

the domain of verbs, in the light of a theory of word-headedness, in particu­

lar that of Williams [1981] and Grimshaw [1986]. Whereas a variety of theo­

ries incorporating the notion "head of a word" could be envisioned, a theory 

that incorporates what we have termed the Head Convention has allowed us to 

make sense of a range of phenomena in Kwawu morphology that would otherwise 

be mysterious. To the extent that the particular analyses proposed here are 

valid, they provide evidence in favor of such a theory. 

In particular, it was seen that there is a class of inflectional rules in 

Kwawu that can apply only to bare verb stems or, more precisely, only to verbs 

whose head is a bare stem. The analysis of verb reduplication leads us to 
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adopt a particular conception of what a stem is, which relies on the distinc­

tion between derivational and inflectional processes being based on a lexi­

cal/post-lexical division: a stem is a formative or morpheme that is insert­

ed in a phrase-marker, and to which inflectional rules apply. 
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THE BONDEI OBJECT PRONOUN IN 
CLEFTS AND PSEUDO-CLEFTS* 

Elizabeth G. Weber 
UCLA 

Verbs in Bondei, a Bantu language spoken in East Africa, 
have crossreferencing pronouns which agree in noun class 
with the subject and object of the clause. This paper 
will examine the distribution of the syntactic category 
object pronoun in four grammatical constructions: (a) 
basic affirmative declarative clauses; (b) relative 
clauses; (c) clefts; and (d) pseudo-clefts. In declara­
tive and relative clauses, the presence of the object 
pronoun does not require a definite interpretation of the 
object noun; the absence of the object pronoun does not 
preclude a definite interpretation of the object noun. 
In both cleft and pseudo-cleft constructions, however, 
the object pronoun obligatorily functions to grammatically 
mark clef ted and pseudo-clef ted objects as definite. In 
the cleft constructions, the definiteness of the clef ted 
NP forces a contrastive interpretation. Thus, a judgement 
concerning the function of this grammatical construction 
with regard to contrastive function will be made on the 
basis of the distribution of the syntactic category object 
pronoun. In the pseudo-cleft constructions, it is not 
possible to make the same judgment. Contrastive function 
is unambiguously signaled by the relative morphology on 
the verb of the pseudo-cleft. In this constuction, the 
object pronoun serves only to force a definite interpre­
tation of the NP. 

D. Introduction 

This paper will examine the relation of the syntactic category object 

pronoun and cleft and pseudo-cleft constructions in Bondei, a Bantu lan­

guage spoken in East Africa. Bondei, classified G24 by Guthrie [1948], is 

*1 would like to thank Vicky Carstens, Tom Hinnebusch, Russ Schuh, 
Sandy Thompson, and Benji Wald for their comments. 
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a member of the Seuta sub-group of northeast coastal Bantu [Nurse and Phi1-

ippson 1980; Hinnebusch, Nurse and Mold 1981]. In addition to Bondei, this 

sub-group includes Seuta, Shambala, Zigu1a, and Ngulu. There are approxi­

mately thirty to thirty-five thousand Bondei speakers in Tanzania in an area 

southwest of the northwest coastal town of Tonga, north of the Pangani Riv­

er. In Bondei, subject and object pronouns appear as quasi-agreement affix­

es on the verb, i.e. these pronouns agree in noun class with the lexical 

subject and object of the clause. Subject pronouns exhibit more variation 

in form than object pronouns because they interact with other morphemes 

which appear as prefixes on the verb, e.g. morphemes coding tense/aspect 

and polarity. The form of the subject pronoun also depends upon whether 

the verb exhibits main clause or relative clause morphology. (See the ap­

pendix for the forms of subject pronouns.) 

In this paper, I will examine the distribution of the syntactic category 

object pronoun in four grammatical constructions: (a) basic affirmative de­

clarative clauses; (b) relative clauses; (c) clefts; and (d) pseudo-clefts. 

It has been noted that, in the languages of the world, cleft and pseudo­

cleft constructions show structural similarities to relative clauses [Taki­

zala 1972, Schachter 1973]. All three constructions are highly presupposi­

tiona1. 1 Clefts and pseudo-clefts, as opposed to relative clauses, however, 

are focusing constructions, i.e. they present new or previously inactive in­

formation in conjunction with a presupposed clause which presents given or 

already activated information. 2 

I will show that in Bondei the object pronoun in cleft and pseudo-cleft 

constructions obligatorily functions grammmatically to mark clef ted NP's as 

definite. An NP which is marked as definite is coded by the speaker as 

identifiable by the recipient. In the cleft constructions, the definite-

lThe terms "presupposition" and "assertion" are relevant on a logico­
semantic level of analysis, while the terms "new" and "given" or "identifi­
able" refer to the information status of NP's and are relevant on a dis­
course level of analysis. 

2See Chafe [1984] for a discussion of previously inactive, already acti­
vated, and semi-activated information. 
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ness of the clef ted NP forces a contrastive interpretation. In short, I 

will show that the syntactic category object pronoun in the environment of 

cleft constructions correlates indirectly with contrastive function through 

the mediation of the definiteness of the clef ted NP. In pseudo-cleft con­

structions, the same correlation does not obtain. Contrastive function 

does not correlate through the mediation of the definiteness of the NP with 

the presence of the syntactic category object pronoun in pseudo-cleft con­

structions. Contrastive function is unambiguously signaled by the relative 

morphology on the verb of the pseudo-cleft. In other words, pseudo-clefts 

without the object pronoun may be contrastive. 

The task of demonstrating the correlation between object pronouns, def­

initeness, and constrastive function in clefts and pseudo-clefts must be 

distinguished from an examination of the functional distribution of the ob­

ject pronoun in discourse, i.e. the way Bondei speakers actually use the ob­

ject pronoun. In conversation, speakers make communicative choices with re­

gard to the appearance of the object pronoun on the basis of discourse fac­

tors [Wald 1979]. In order to discover which discourse factors are rele­

vant for speakers' decisions and what functions the object pronoun serves, 

it is necessary to look at conversational data. Since this paper is based 

upon elicited data from a single Bondei speaker, no claims can be made as 

to how the object pronoun functions in discourse. 3 In contrast, this paper 

involves an examination of the syntactic environments in which the grammar 

allows or disallows the presence of the object pronoun. A speaker's choice 

to use or not use the object pronoun in a clause is conditioned by dis­

course factors. Such a choice, however, is only relevant in some environ­

ments. This paper will examine the syntactic environments in which such 

speaker choice is relevant and the relation of these environments to defi­

niteness and contrast. 

31 am grateful to Rose Lugembe not only for her patience with my ignor­
ance and her acute linguistic insights, but for many hours of good company. 
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1. The Origin and Development of the Bantu Object Pronoun 

Given [1976] has suggested that the Bantu object pronoun originated in a 

preverbal pronoun in left-dislocation constructions, i.e. in referent-propo­

sition constructions. This hypothesis is supported by the function of the 

object pronoun as an anaphor of an NP previously mentioned in the discourse. 

As an anaphor, the object pronoun, like any pronoun, is interpretable as 

identifying the referents of given NP's or identifiable NP·s. Given further 

suggests that right-dislocations, i.e. afterthought-topic constructions, 

played an important intermediate step in the development of the object pro­

noun. It is suggested that right-dislocations gave rise to the pattern of 

an object pronoun appearing with a post-verbal lexical object. Wald [1979: 

511] suggests an alternative hypothesis, namely, that this distributive pat­

tern of the object pronoun most plausibly originated in the use of the ob­

ject pronoun to agree with given postverbal object NP·s. He suggests that 

it was the object pronoun, and not the lexical object, which was the origin­

al unusual element in discourse productions. In any case, like Swahili [Wald 

1979:512], Bondei has further innovated in its use of the object pronoun 

to include indefinite, nonreferential, and generic objects. 

2. The Object Pronoun in Declarative Clauses 

2.1. The object pronoun as an anaphor. The object pronoun can serve as an 

anaphor of an NP previously mentioned in the discourse. 

(1) a. mumangu pengine enda eze, ••• 
my husband maybe 3Ps FUT comc~ 

'my husband might be coming, •••• 

~The following abbreviations are used in 

lPs 
2Ps 
3Ps 
lPp 
2Pp 
3Pp 

first person singular 
second person singular 
third person singular 
first person plural 
second person plural 
third person plural 

the examples. 

subject person/number 
pronoun person/number 
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b. nenda ni-mw-one 
iPs FUT lPs-OP-see 

'I will see him' 

(7.) a. Jessie, wa-manya vigano vyovyose? 
Jessie 2Ps PRES-know stories any 

'Jessie, do you know any stories?' 

b. nki-vi-jaa 
lPs PERF-OP-forget 

'I have forgotten them' 

The object pronoun can serve as an anaphor of a left-dislocated NP. 

obligatory in this construction. 

(3) wana t a-} na- *QI kunda 

children iPs PRES-OP-love 

'the children I love them' 

(4) vikombe nki- {~~-} tua 

cups lPs PERF-OP-break 

'those cups I broke them' 

PRES present verb tense/aspect 
PAST past 
PERF perfect 
FUT future 

IND indicative verb mood 
INF infinitive 
SUBJUNC subjunctive 
PART participle 

COP copula verb type 
APPLIC applicative 

NEG negative verb polarity 

OP object pronoun 
EMP emphatic 
REL relative 
1/1,112, etc. noun class 
DEM demonstrative 
PL AN plural animate 
SG AN singular animate 
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No intonation break is noticeable between the left-dislocated NP and the 

rest of the clause. 

2.2. The object pronoun and postverba1 objects. Example (5) demonstrates 

that a definite human object can appear with or without the object pronoun. 

(5) ka- {;a-} ona wana wada 

3Ps PERF-OP-see children those 

'he saw those children' 

Example (6) demonstrates that a definite inanimate object can appear with or 

without the object pronoun. 

(6) baadae nki- {~-} pat a 

at last IPs PERF-OP-get 

'at last, I finally got 

kae i d3 t i ket i 

already DEM ticket 

the ticket' 

Examples (7) through (10) demonstrate that the object pronoun can serve to 

definitize an NP. 

(7) ka--'-ona wana 
3ps PERF-OP-see children 

'he saw some children' 

(8) ka-wa-ona wana 
3Ps PERF-OP-see children 

'he saw the children' 

(9) a-ka-¢-kunda kltabu, ••• 
3Ps-PART-OP-want book 

'when she wants a book, ••• ' 

(10) a-ka-ki -Kunda k I tabu, ••• 
3Ps-PART-OP-want book 

'when she wants the book, ••• ' 

Example (11) demonstrates that an indefinite human object can appear with 

or without the object pronoun. 

(11) wa- {;al ona wanafunzi washano 

3Pp PERF-OP-see students five 

'they saw five students' 
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Example (12) demonstrates that an indefinite inanimate object can appear 

with or without the object pronoun. 

(12) wa- {~a-} gua machunga mashano 

3Pp PERF-OP-buy oranges five 

'they bought five oranges' 
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Examples (13) through (15) demonstrate that nonreferential objects can ap­

pear with or without the object pronoun. 

(13) ka-onda ku- {;-} toa mtu 

3Ps PERF-want INF-OP-hit person 

'he wanted to hit somebody' 

(14) nke-ku {0 i -} ona viti vyovyose 

NEG 3Ps PAST-INF-OP-see chairs any 

'he didn't see any chairs' 

(15) nke-ku- {;a-} ona wana wowose 

NEG 3Ps PAST-INF-OP-see children any 

'he didn't see any children' 

When there is no lexical object, the object pronoun precludes any indefi­

nite or nonreferential interpretation. It must be interpreted as a defi­

nite NP. 

(16) nke-ku-wa-ona 
NEG 3Ps PAST-INF-OP-see 

'he didn't see {~hem} , 
any 

Example (17) demonstrates that a generic object can appear with or without 

the object pronoun. 

(17) wantu { mw-} wa- ~ ogoha slmba 

people 3Ps PRES-OP-fear lion 

'people fear the lion' 
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3. The Object Pronoun and Pronominal Objects 

The object pronoun is obligatory for pronominal human objects, which, of 

course, are both human and definite. Animate nonhumans and inanimates do 

not require the object pronoun. 

(18) {nl-} ka- *tJ tea mie 'he hit me' 

3Ps PERF-OP-hit IPs 

(19) t u-} na- *tJ tea wewe 'I am hitting you' 

IPs PRES-OP-hit you 

(20) nki-{~;}tea yuda 'I hit him' 

IPs PERF-OP-hit 3Ps DEM 

(21) {di-} ka- 0 tea dida 'he hit it' (dog) 

3Ps PERF-OP-hit 115 DEM 

(22) {ki-} ka- tJ tea kida 'he hit it' (chair) 

3Ps PERF-OP-hit 117 DEM 

4. Multiple Objects 

Bondei allows multiple objects and mUltiple object pronouns for three 

argument verbs. 

(23) nkl-ki-mw-enka mdee kltabu 
IPs PERF-OP 117-0P Ill-give girl (111) book (#7) 

'I gave the girl a book' 

Only a single object pronoun can appear for compound direct objects of two 

argument verbs. If direct objects can take different concord, the object 

pronoun agrees with the first NP. 

(24) nki- {*~~- } tea 
*m-ki-

mwana na kitabu 

{
(Ill) } 

IPs PERF-OP (117) -hit 
(Ill-1m 

child (111) and book (117) 

'I hit the child and the book' 
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(25) { 
ki- } 

nkl- *m- . toa 
*ki-m-

kitabu na mwana 

{ 
(;17) } 

IPs PERF-OP (HI) -hit 
(117-1/1) 

book .and child 

'I hit the book and the child' 

Compound objects which take the same concord can be marked by a plural 

object pronoun. In example (26), where the objects both take animate con­

cord, the object pronoun which agrees with plural animate objects can appear. 

(26) nki-wa-wisha mdee na mbwanga 
IPs PERF-OP-feed girl and boy 

'I fed the girl and the boy' 

In example (27) the object pronoun di agrees. with the first lexical 

object kul 'dog', and the object pronoun wa is the plural animate object 

pronoun which agrees with both lexical objects. The sequence of object pro­

nouns dl-m which are the agreement markers for kui 'dog' and mbwanga 

'boy', respectively, can only be interpreted as the direct and indirect ob­

jects, giving the interpretation 'I fed the dog to the boy'. 

(27) {
di- } 

nki- wa- wisha kui na mbwanga 
*di-wa­

IPs PERF-OP-feed dog and boy 

'I fed the dog and the boy' 

Applicative or prepositional verb forms are restricted as to which lexi­

cal object can be crossreferenced by the object pronoun. Only the object of 

the prepositional meaning can be marked by the object pronoun, as demon­

strated in examples (28) and (29). 

(28) { wa-} nki- *i- do-e-a 

{ OP (PL AN)} 
IPs PERF- *OP (SCH9) 

nkande mdee na mbwanga 

-take-APPLIC-IND food(H9) girl and boy 

'I took food from/to the girl and the boy' 
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(29) 
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k" {m-} " n 1- * gU5-I-a wa-
{ OP (SG AN) } 

1Ps PERF- *OP (PL AN) -sing-APPLIC-IND 

'I made the children sing for the teacher' 

In summary, I have shown that the object pronoun in Bondei can crossref­

erence a wide range of NP's in simple declarative clauses. It can serve as 

an anaphor for previously mentioned NP's. It can mark topica1ized NP's. It 

can also mark given and new postverba1 NP's, including nonreferentia1 and 

generic NP's. In the absence of a lexical object, however, the object pro­

noun must be interpreted anaphorica11y. The object pronoun is obligatory 

when the object is a pronoun which refers to a human referent. In the case 

of two argument verbs, only a single object pronoun can appear. The object 

pronoun must agree with the first NP when direct objects take different con­

cord. When direct objects take the same concord, a plural object pronoun 

may appear. In the case of three argument verbs, two object pronouns ap­

pear; the first must be interpreted as the direct object, and the second as 

the indirect object. In the case of app1icative verbs, the object pronoun 

must be interpreted as the object of the prepositional meaning. 

5. The Object Pronoun in Relative Clauses 

Relative clauses are formed (1) by relative morphology on the verb of 

the embedded clause or (2) by the use of the re1ativizing word amba 'to 

say' with the verb retaining main clause morphology. When relative verbal 

morphology is used, the relative can be inflected for tense, as in example 

(30), or be realized as a tense1ess construction, as in example (31). 

5.1. Subject relatives. The following are examples of subject relatives. 

Verb Coding 

(30) mvyie e-ku-gwa-e 'the woman who fell down' 
woman 3Ps PAST-INF-fa11 down-REL 

{is falling dOwn} 
(31) mvyie mwe-ku-gwa-e 'the woman who fell down ' 

woman 3Ps REL-INF-fa11 down-REL will fall down 
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amba Coding 

(32) mvyie amba-e ka-gwa 'the woman who fell down' 
woman say-REL 3Ps PERF-fall down 

5.2. Object relatives. Although object relatives can be formed without an 

object pronoun, the consultant consistently included them in elicited rela­

tives of definite NP's. No meaning difference was noted for constructions 

with and without the object pronoun. The head of the relative which the ob­

ject pronoun crossreferences is in preverbal position. 

5.2.1. Inanimate objects. 

Verb Coding 

(33) kit i { ki-} n-e-ku- 0 gua-cho 'the chair which I bought' 

chair lPs-PAST-INF-OP-buy-REL 

(34) tonte {di-} ni- 0 da-do 'the banana which I am eating' 

banana IPs PRES-OP-eat-REL 

amba Coding 

(35) kiti amba-cho { kl-} nki- 0 gua 'the chair which I bought' 

chair say-REL IPs PERF-OP-buy 

(36) tonte amba-do {dl-} n-a- 0 da 'the banana which I am eating' 

banana say-REL lPs-PRES-OP-eat 

5.2.1. Animate objects. 

Verb Coding 

(37) mwana n-e-ku- { ;- } toa-e 'the child whom I hit' 

child lPs-PAST-INF-OP-hit-REL 

(38) mwana nl-{;-}toa-e 'the child whom I am hitting' 

child IPs PRES-OP-hit-REL 

amba Coding 

(39) mwana amba-e nkl- G-} toa 'the child whom I hit' 

child say-REL IPs PERF-OP-hit 
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(40) mwana amba-e n-a- {;-J toa 'the child whom I am hitting' 

child say-REL lPs-PRES-OP-hit 

5.3. Ambiguity in relative clauses. Because the object pronoun can appear 

in a relative construction but is not obligatory, some relatives are ambigu­

ous. The following examples without the object pronoun can be interpreted 

as subject or object relatives. 

(41) mwana mwe-ku-ona-e 
child { 3Ps } REL-INF-see-REL 

2Ps 

'the child who saw' 
'the child whom you saw' 

(42) mwana e-ku-ona-e 
child 3Ps PAST-INF-see-REL 

'the child who saw' 
'the child whom he saw' 

(SUBJECT RELATIVE) 
(OBJECT RELATIVE) 

(SUBJECT RELATIVE) 
(OBJECT RELATIVE) 

The following examples with the object pronoun can be interpreted as subject 

or object relatives. 

(43) mwana mwe-ku-mw-ona-e 
child 3Ps REL-INF-OP-see-REL 

'the child who saw him' 
'the child whom he saw' 

(44) mwana e-ku-mw-ona-e 

(SUBJECT RELATIVE) 
(OBJECT RELATIVE) 

child 3Ps PAST-INF-OP-see-REL 

'the child who saw him' 
. 'the child whom he saw' 

(SUBJECT RELATIVE) 
(OBJECT RELATIVE) 

Although the grammar permits these interpretations, some are more felici­

tous than others in context. The choice of the subject marker (e vs. mwe) 

and the presence or absence of the object pronoun are both relevant factors 

for the contextual interpretation of the clause. 

6. Clefts 

Givan [1979] states that it is well known that in cleft constructions 

of the world's languages, one element, usually a nominal, is the asserted 
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focus, while the rest of the material, which often resembles a relative 

clause, is presupposed (p. 217). These constructions are strong disruptions 

of the neutral syntax in terms of the presence of the focused constituent at 

the beginning of the clause as well as the presence of a focus-marking mor­

pheme and relative clause morphology and syntax (p. 78). 

Hetzron [1971] classifies clefts as emphatic constructions. He calls 

emphasis "the phenomenon where all but one (of the) components of a sentence 

are known to be combined together within the proposition in terms of a pre­

supposition, and the emphasized element is filling the only slot left open 

in the previous knowledge" (p. 84). 

It should be noted that the description of cleft constructions as being 

composed of an asserted NP and a presupposed relative clause is not based on 

any specific discourse studies of conversational or written data. Rather, 

it is the result of typological observations which capture the logico-seman­

tic structure of the cleft construction as it exists in the languages of the 

world. When Prince [1978] examined clefts in spoken and written English, 

she found instances of clefts in which the focused NP represents new infor­

mation and the that-clause represents old or known information, i.e. infor­

mation which can be described as presupposed given the prior discourse. In 

addition, however, she found clefts in which the information in the logical­

ly presupposed that-clause constitutes new information in the discourse. 

She labeled these clefts "informative-presupposition clefts". These infor­

mative-presupposition clefts have a general function of presenting state­

ments as facts, as well as a number of various sub-functions. In conversa­

tion, then, the NP which is asserted on the logico-semantic level may be giv­

en in the discourse, and the information represented in the relative clause, 

which is presupposed on the logico-semantic level, may be new information in 

the discourse. During the elicitation of the following cleft examples, how­

ever, the consultant was always given a context in which the asserted NP 

would constitute new information and the presupposed relative clause would 

represent given or known information. 

In Bondei, clefts are formed with the general copula ni and the em-
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phatic particle ne. A relative clause serves to restrict the clef ted NP, 

which is new or previously inactive information. The relative clause pre­

sents given or already activated information. The NP is in preverbal posi­

tion with regard to the verb of the relative clause. 

6.1. Subject clefts. In examples (45) and (46) the already activated in­

formation is that someone or something fell or is falling. The new informa­

tion consists of the identity of the entity which fell or is falling. There 

are, of course, no object pronouns in these examples. 

(45) ni mvyie ne mwe-ku-gwa 
COP woman EMF 3Ps REL-INF-fall down 

'it's a woman who fell down' 

(46) ni kiti ne ki-gwa-cho 
COP chair EMP #7-fall down-REL 

'it's a chair that is falling down' 

6.2. Object clefts. In exampl"e (47), the already activated information is 

that the speaker wants something, and the new information is that what she 

wants is a child. In example (48), the already activated information is 

that something was eaten, and the new information is that what was eaten was 

a banana. There is no object pronoun in these examples. 

(47) nl mwana ne ni-kunda-e 
COP child EMP IPs-want-REL 

'it's a child that I want' 

(48) ni tonte ne n-e-ku-da-do 
COP banana EMP lPs-PAST-INF-eat-REL 

'it's a banana that I ate' 

The object pronoun cannot appear without changing the interpretation of 

the cleft. When the object pronoun appears, the NP must be interpreted as 

definite. The definiteness of the NP forces a contrastive interpretation, 

as in example (49). 

(49) ni tonte ne n-e-ku-di-da-do 
COP banana EMP IPs-PAST-INF-OP-eat-REL 

'it's the banana that I ate' 
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Hetzron [1971] calls contrast 

"another type of stressing element, with a primarily corrective func­
tion: to replace an element wrongly used in a previous utterance, or 
to show additional elements which may appear in exactly the same slot, 
surrounded by the same elements. Thus, a contrastive element always 
replaces another concrete one, or several of them,--which is not the 
case for emphasis" (p. 34). 

Chafe [1976] discusses three factors which are involved in contrastive­

ness: shared background knowledge, a set of possible candidates, and the 

assertion of the correct candidate. He calls the asserted alternative the 

focus of contrast. In this paper, it is assumed that simple focus and con­

trastive focus are distinct functions. 

In example (49), the banana is understood as being one member of a set 

of possible edibles which was, in fact, eaten, while the others were not 

eaten. Thus, the already activated information is that something was eaten. 

The cleft conveys the new information that "what was eaten was the banana as 

opposed to the other possible edibles, e.g. the mango and the papaya." The 

new information is not the identity of the banana per se, but the relation 

"the banana and not the other possibilities." The assertion of the banana 

is serving a corrective function. 

Note that the object pronoun cannot serve as an anaphor in clefts, as 

demonstrated in example (50). 

(50) *ni ne n-e-ku-di-da-do 
COP EMP lPs-PAST-INF-OM-eat-REL 

'it's it which I ate' 

Pronouns can be focused, but not with the cleft construction, as in examples 

(51) and (52). In these examples, the pronoun is focused with the emphatic 

particle ne 

(51) mie ne mwe-ku-da-e tonte 
IPs Pro EMP IPs REL-INF-eat-REL banana 

{is eating} 
'I'm the one who ate the banana' 

will eat 
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(52) mie ne amba-e nkina-n-id-e 
IPs PRO EMP say-REL NEG IPs FUT-lPs-eat-SUBJUNC 

'I'm the one who won't eat' 

The emphatic particle ne can also focus lexical NP's in other than 

cleft constructions. Example (54), with the particle ne, is the focused 

counterpart of example (53). 

(53) wana we-se-o-ku-da 
children 3P.p-NEG-REL-INF-eat 

'the children who are not eating' 

(54) wana ne we-se-o-ku-da 
children EMP 3Ps-NEG-REL-INF-eat 

'those are the children who are not eating' 

While these ne examples resemble clefts in that the verb must take rela­

tive morphology, they differ in that there is no copula. It is not clear 

how ne constructions and clefts differ with regard to their meaning or dis­

course function. A satisfactory answer to this question would require an ex­

amination of both clefts and ne constructions in Bondei discourse. 

In cleft constructions, the relativizing morphology must agree with the 

clef ted NP, as demonstrated in example (47) repeated here as (55). This is 

not the case for pseudo-clefts, as will be seen below (p. 13). In the case 

of pseudo-clefts, the relative morphology can agree either with the noun 

class of the focused NP or with the general concept "the thing". 

(55) n i mwana ne n i -kunda- {;ChO} 'it's a child that I want' 

{ Ill } COP child EMP lPs-want-REL 117 

6.3. The relation of the object pronoun, definiteness, and contrastive 

focus in clefts. In summary, I have shown that the appearance of the object 

pronoun in clefts forces a definite interpretation of the focused NP. The 

definiteness of the NP precludes a simple focus interpretation of the cleft, 

since the definiteness of the NP forces a contrastive interpretation. When 

no object pronoun appears, however, the focused NP is interpretable as in­

definite. ·A contrastive focus is not forced; the cleft can receive a simple 
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focus interpretation. Because of these relations between the presence or 

absence of the object pronoun and the definite or indefinite interpretation 

of the clef ted NP, there exists a correlation between the presence of the 

object pronoun and contrastive function in clefts. This is not to say 

that the object pronoun marks contrastive function. The relation between 

the presence of the object pronoun and contrastive function is mediated by 

the definiteness of the NP. 

7. Pseudo-clefts. Pseudo-cleft constructions are formed by a relative 

clause, the general copula ni , and an NP. The relative clause constitutes 

the given or already activated information, while the NP which follows the 

copula constitutes the new information. The NP is in postverba1 position 

with regard to the verb of the relative clause. 

Hetzron [1971] classifies the pseudo-cleft as a presentative construc­

tion. He says, 

" ••• at issue is not the novelty of the element, but what the speaker 
intends to build up in the discourse. The element which is meant 
to represent a special contrast to all possible other elements suscep­
tible to appear in the same slot, i.e., the element whose individual 
and specific presence is the most important in the sentence, comes 
last" (p. 79). 

Presentative constructions serve a cataphoric function. The element they 

present will be relevant in the subsequent discourse. 

7.1. Subject pseudo-clefts. In Bondei, pseudo-clefts differ from clefts 

in that the relative morphology can agree either with the noun class of the 

pseudo-clef ted NP or with the general concept "the thing". Examples (56) 

and (57) exhibit the two possible agreements for pseudo-clef ted subject 

NP's. 

(56) che-ku-bonda-cho tindi ni mpeho 
#7 PAST-INF-break-REL #7 banana plant COP wind 

'what broke the banana plant is the wind' 

(57) ye-ku-bonda-yo t i nde n I mpeho 
#9 PAST-INF-break-REL #9 banana plant COP wind 

'what broke the banana plant is the win~ (not the rain, not the hail) 
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In example (56), the subject pronoun and the relative suffix agree with 

the noun class of the "what", i.e. the concept of "the thing". This agree­

ment gives no information about the pseudo-clef ted NP. In example (57), the 

subject pronoun and the relative suffix agree with the noun class of mpeho 

'wind'. This agreement, therefore, is cataphoric and points ahead to the 

specific pseudo-clef ted NP by identifying its noun class. 

The use of the specific noun class agreement morphology necessitates a 

different interpretation of the pseudo-cleft from the more general class #7 

agreement. The pseudo-cleft with specific noun class morphology signals a 

contrastive meaning. In example (56), the presupposition is that something 

broke the banana plant, and the new information is that it was the wind. In 

example (57), the presupposition is that it was one of a set of known possi­

bilitites which broke the banana plant. The new information is that "it was 

the wind and not the other possibi1itites (the rain, the hail) which broke 

the banana plant." 

7.2. Object pseudo-clefts. Object pseudo-clefts can also take two differ­

ent kinds of relative agreement morphology, as demonstrated in examples (58) 

and (59). There is no object pronoun in these examples. 

(58) mvy i e a-kunda-cho n i tonte 

(59) 

woman 3Ps PRES-want-REL #7 COP banana 

'what the woman wants is a banana' 

mvyie a-kunda-do 
woman 3Ps PRES-want-REL #5 

ni tonte 
COP banana 

'what the woman wants is the banana' 

These two forms force different interpretations. In example (58), the 

presupposition is that the woman wants something, and the new information 

is that what she wants is a banana. In example (59), the presupposition is 

that the woman wants one of a set of known possibilities. The new informa­

tion is that "it is the banana and not the other possibilities which, in 

fact, the woman wants." 

In examples (60) and (61), a pronoun which refers to a human referent 

is clef ted. 
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(60) ni-onda-cho ni wewe 
lPs-want-REL 117 COP 2Ps 

'what I want is you' 

(61) ni-onda-ye ni wewe 
lPs-want-REL 111 COP 2Ps 

'what I want is you' , 'the one I want is you' (not him, not her) 

The presence of a human referent in these examples clearly demonstrates the 

difference in the information activated by the different morphology on the 

verbs. In (60) the cho gives no information about what is wanted, since 

it agrees with the general concept 'the thing'. In (61) the ye signals 

that what is wanted belongs to noun class fll, w:lich consists of nouns that 

are human or divine. Thus, the set of possibilities has been delineated by 

the relative morphology, and a contrastive interpretation is forced. 

7.3. The object pronoun in pseudo-clefts. The object pronoun cannot ap­

pear in a pseudo-cleft which has only class 117 concord, as demonstrated in 

example (62). 

(62) mvyie a- {~~J kunda-cho n i mwana 

woman 3Ps PRES-want-REL 117 COP child 

'what the woman wants is a child' 

When this class 117 agreement is used, no information is given by the rela­

tive morphology about the identity of the NP which follows the relative 

clause. This type of pseudo-cleft cannot have a contrastive interpretation 

Hence, it cannot focus an NP which is interpreted as definite, since defi­

nite NP's require a contrastive interpretation. 

In contrast, the object pronoun can appear in pseudo-clefts which have 

the specific noun class morphology of the focused NP. The morphology of 

the specific noun class agreement provides some information about the noun. 

The NP is, in some sense, semi-active in this type of pseudo-cleft. The 

relative morphology serves as a cataphoric reference, invoking the semantic 

associations which accrue ··to the noun class to which the NP belongs. The 

following example with specific noun class morphology does not have an ob-
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ject pronoun. 

(63) mvyie a-0-kunda-e ni mwana 
woman 3Ps PRES-OP-want-REL #1 COP child 

a. 'what the woman wants is (to have) a child' (as opposed to a career) 

b. '~hat the woman wants is the child' (as opposed to the house, in the 
context of a divorce)' 

Example (63) demonstrates that the specific noun class morphology forces a 

contrastive interpretation independently of the presence of the object pro­

noun. The NP need not be interpreted as definite, as in (a), as long as the 

contrastive sense can be maintained. 

When the object pronoun appears with the specific noun class morphology, 

however, the NP must be interpreted as definite, as demonstrated in the fol­

lowing example. 

(64) mvyie a-m-kunda-e nl mwana 
woman 3Ps PRES-OP-want-REL #1 COP child 

'what h i {the Child} , t e woman wants s *a child 

In summary, the two possibilities for marking the noun class of focused 

NP's in the relative clause of pseudo-clefts correlate with the function of 

contrastiveness. Pseudo-clefts which take the general class #7 agreement 

morphology cannot function to contrast the focused NP. Consequently, the 

object pronoun is restricted from appearing in this syntactic environment 

since the appearance of the object pronoun in clefts or pseudo-clefts corre­

la.tes with definiteness, and focusing a definite NP forces a contrastive in­

terpretation. Pseudo-clefts which take the specific noun class morphology 

must be interpreted as contrastive (ex. 63). The object pronoun can appear 

in this syntactic environment, but when it does the NP must be interpreted 

as definite. The object pronoun in this construction correlates with defi­

niteness, and definiteness requires a contrastive interpretation. The cor­

relation, however, is not symmetrical. A contrastive interpretation of 

pseudo-clefts is possible without the presence of the object pronoun. The 

NP may be interpreted as definite or indefinite. 
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8. Conclusion 

In this paper I have shown that the object pronoun in Bondei can appear 

in a wide range of syntactic environments. It can serve as an anaphor for 

previously mentioned NP's. It can mark left-dislocated NP's. It can appear 

with given and new postverbal NP's. It appears freely in relative clauses. 

It can appear in declarative and relative clauses without necessarily chang­

ing their meaning, i.e. without necessarily""definitizing their objects. 

When the object pronoun appears in the relative clause of a cleft, how­

ever, it definitizes the clef ted NP. In other words, the presence of the 

object pronoun precludes an indefinite interpretation of the clef ted NP. 

Thus, depending upon whether or not the object pronoun is present or absent 

in the cleft, the NP will be interpreted as definite or indefinite. 

The definiteness of the clef ted NP forces a contrastive meaning of the 

cleft. Thus, on the basis of the meaning change which the presence of the 

object pronoun effects (definite vs. indefinite), we can say that while new, 

indefinite NP's can be focused by cleft constructions without the syntactic 

category object pronoun, definite NP's can only be given contrastive focus. 

Focus and contrastive focus are distinct functions. In cleft constructions, 

the presence of the object pronoun signals a definite interpretation of the 

NP which, in turn, forces a contrastive function. In both the case of sim­

ple focus and contrastive focus, however, some new information is being com­

municated, either the identity of the referent or the contrastive relation. 

The object pronoun can only appear in one of two possible pseudo-cleft 

constructions. It can appear in the relative clause of a pseudo-cleft 

which takes specific noun class concord. This morphology itself serves to 

require a contrastive interpretation for the NP which is being focused. The 

object pronoun in this construction forces a definite interpretation of the 

NP. The definiteness of the NP does not force a contrastive interpretation; 

it is, however, compatible with the contrastive interpretation signaled by 

the verb morphology. 

In contrast to these two constructions, the object pronoun cannot appear 

in the relative clause of a pseudo-cleft which takes general class #7 con­

cord. This construction cannot have a contrastive meaning. Thus, definite 
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pseudo-clef ted NP's are not compatible with this construction, since defi­

niteness forces a contrastive interpretation. Since it is the presence of 

the object pronoun which forces a definite interpretation of the pseudo­

clef ted NP, the object pronoun cannot appear in this type of pseudo-cleft. 

The two types of pseudo-clefts differ with regard to their interpretations, 

noncontrastive vs. contrastive. On the basis of this meaning difference, 

we can say that new, indefinite NP's are presented in class #7 pseudo-clefts 

which appear without the object pronoun. 

The following facts may be stated for the interpretation of contrast in 

clefts: 

(1) the presence of the object pronoun in clefts requires a definite 
interpretation of the NP; 

(2) the presence of a definite NP in a cleft construction forces a con­
trastive interpretation. 

It is also possible that a cleft with an indefinite NP can receive a 

contrastive interpretation, given the appropriate context. This question 

must be left open, however, because a satisfactory answer can only be given 

after an examination of actual examples from Bondei discourse. That, how­

ever, is beyond the scope of this paper. 

The following facts may be stated with respect to the interpretation of 

contrast in pseudo-clefts: 

(1) specific noun class pseudo-clefts force a contrastive interpreta­
tion independently of the presence or absence of the object pro­
noun; moreover, this contrastive interpretation is possible with 
an indefinite interpretation of the NP; 

(2) the presence of the object pronoun in specific noun class pseudo­
clefts requires a definite interpretation of the NP; 

(3) class #7 pseudo-clefts do not permit a contrastive interpretation. 

The relation between focus, contrastive focus, and definiteness may be rep-

resented as in the diagram opposite. In clefts, the object pronoun corre­

lates with definiteness ,which, in turn, correlates with contrastive func­
~. 

tion. The relation between the object pronoun and contrastive function is 

mediated by definiteness. 
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In pseudo clefts, a different relation exists. Noun class morphology 

correlates with contrastive function. Class #7 pseudo-clefts correlate 

with noncontrast, while specific noun class pseudo-clefts correlate with 

contrast for both definite and indefinite NP's. In specific noun class 

pseudo-clefts, the object pronoun correlates with definiteness. The con­

trastive interpretation which the definiteness of the NP forces is compati­

ble with the contrastive interpretation signaled by the verb morphology. 
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Appendix 

The following surface forms are examples of the possible forms the subject 

pronoun can take in combination with tense/aspect and polarity morphemes. 

Singular Plural 

IP Pres na ta 
IP Pres-Neg nki nka 
IP Past/Perf nki t i 
IP Continuous Past nl t i 
IP Past-Neg nee nkate 

IP Rei mwe we 

2P Pres wa mwa 
2P Pres-Neg nku nka 
2P Past/Perf ku m 
2P Continuous Past u m 
2P Past-Neg nkwe nkamwe 

3P Pres a wa 
3P Pres-Neg nka nka 
3P Past/Perf ka wa 
3P IPs Continuous Past a wa 
3P Past-Neg nke nkawe 

3P Rei mwe we 

Noun classes take secondary concord. 
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