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ABSTRACT _

KOBAYASHI, N. and KARJADI, E.A., 2001. Obliquely incident wave reflection and runup on steep rough slope.
Journal of Coastal Research, 17(4),919-930. West Palm Beach (Florida), ISSN 0749-0208.

A two-dimensional, time-dependent numerical model for finite amplitude, shallow-water waves with arbitrary incident
angles is developed to predict the detailed wave motions in the vicinity of the still waterline on a slope. The numerical
method and the seaward and landward boundary algorithms are fairly general but the lateral boundary algorithm is
limited to periodic boundary conditions. The computed results for surging waves on a rough 1:2.5 slope are presented
for the incident wave angles in the range 0-80°. The time-averaged continuity, momentum and energy equations are
used to check the accuracy of the numerical model as well as to examine the cross-shore variations of wave setup,
return current, longshore current, momentum fluxes, energy fluxes and dissipation rates. The computed reflected
waves and waterline oscillations are shown to have the same alongshore wavelength as the specified nonlinear inci­
dent waves. The computed variations of the reflected wave phase shift and wave runup are shown to be consistent
with available empirical formulas. More quantitative comparisons will be required to evaluate the model accuracy.

ADDITIONAL INDEX WORDS: Oblique waves, reflection, runup, revetments, breakwaters, wave setup, return current,
longshore current.

INTRODUCTION

BRUUN (1985, 1989) gave comprehensie reviews on the de­
sign and construction of rubble mound breakwaters. Experi­
ments on inclined coastal structures conducted in directional
wave basins are becoming more common throughout the
world. These experiments were conducted mostly for straight
structures on the horizontal bottom to examine the effects of
incident wave angles and directionality on design variables
such as wave runup (DE WALL and VAN DER MEER, 1992)
and wave reflection (ISAACSON et al., 1996). Available data
are still limited partly because directional wave basin exper­
iments include more design parameters and are much more
time-consuming than unidirectional wave flume experiments.
Furthermore, measurements are normally limited to free sur­
face oscillations at several locations and do not provide de­
tailed understanding of oblique wave dynamics on steep
rough slopes.

Time-dependent numerical models for waves on inclined
coastal structures are limited mostly to normally-incident
waves as reviewed by KOBAYASHI (1995). LIU et al. (1995)

solved the finite-amplitude, shallow-water equations numer­
ically to predict solitary wave runup around a circular island
with a 1:4 side slope. TITOV and SYNOLAKIS (1998) solved
these equations numerically to predict the runup of tsunamis.
On the other hand, KOBAYASHI and KARJADI (1996) and Ko-
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BAYASHI et al. (1997) developed numerical models for oblique
irregular waves with small incident angles but these models
cannot be used to examine the effects of incident wave angles
on wave runup and reflection.

A two-dimensional, time-dependent numerical model for fi­
nite-amplitude, shallow-water waves with arbitrary incident
angles is developed here to examine the effects of incident
wave angles on oscillatory and time-averaged wave charac­
teristics on a steep rough slope. As a first attempt, use is
made of periodic lateral boundary conditions. Consequently,
computations are limited to regular waves on a slope of along­
shore uniformity. Incident nonlinear waves at the toe of the
slope are specified as input to the model. Reflected waves are
predicted at the toe of the slope to examine the height, shape,
angle and phase shift of reflected waves as a function of the
incident wave angle. Computed waterline oscillations are an­
alyzed to obtain wave runup, setup and run-down as a func­
tion of the incident wave angle. The predicted wave reflection
and runup are shown to be in agreement with available em­
pirical formulas. In addition, the computed spatial and tem­
poral variations of the free surface elevation and horizontal
velocities are analyzed to elucidate the detailed wave me­
chanics on the steep rough slope.

NUMERICAL MODEL

The depth-integrated continuity and horizontal momentum
equations in shallow water may be expressed as [e.g. LIU et
al., 1995]
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Figure 1. Definition sketch for dimensional variables.

where T' and H' = incident wave period and height, respec­
tively, {= normalized bottom friction factor which is allowed
to vary spatially; and a = ratio of the horizontal and vertical
length scales which is assumed to satisfy cf2 ~ 1 in shallow
water (e.g. KOBAYASHI and WURJANTO, 1992). Substituting
Equations 4 and 5 into Equations 1-3, the normalized con­
tinuity and momentum equations are expressed in the con­
servative vector form:

au aE aF
-+-+-+G=O
at ax ay

(6)

[

hV ]
F = hUV .

hV2 + h 2/2 '
E = [hU:h~2/2}u = [~~}

with

Tl'

(a)

z,

x'

incident
waves

where the prime indicates the physical variables; t' = time;
x' = horizontal coordinate taken to be positive landward with
x' = 0 at the toe of the slope as depicted in Figure 1; y' =

horizontal coordinate parallel to the toe alignment and taken
to be positive in the downwave direction; h' = water depth;
U' = depth-averaged cross-shore velocity; V' = depth-aver­
aged alongshore velocity; g = gravitational acceleration; TJ'

= free surface elevation above the still water level (SWL);
and fb = bottom friction factor. The vertical coordinate z' is
taken to be positive upward with z' = 0 at SWL as shown in
Figure 1. The bottom elevation is located at z' = z 'b where
z 'b is negative below SWL. The spatial variation of z 'b is as­
sumed to be known in the following.

The dimensional variables are normalized as

a - a-
-(hU) + -(hV) = 0 (8)
ax ay

a a -ali
-(Sxx) + -:-(SXy) = -h- - T hx (9)
ax ay· ax

a a -ali
-(SXy) + -(Syy) = -h-:- - Thy (10)
ax· »: ay·

where E, F and G depend on U only for given Zh and f In the
following, Equation 6 is solved numerically to compute the
temporal and spatial variations of h, U and V The mean wa­
ter depth ti and the mean velocities U and V are then ob­
tained by time-averaging the computed h, U and V where the
overbar indicates time-averaging.

To interpret the computed spatial variations of li, U, and
V, the time-averaged continuity and momentum equations
are derived from Equation 6.

ah' + ~(h'U') + ~(h'V') = 0
at' ax' ay'

~(h'U') + ~(h'U'2) + ~(h'U'V')
at' ax' ay'

a' 1-gh,:!l - -f'(U'2 + V'2)1/2U'
ax' 2 b

~(h'V') + ~(h'U'V') + ~(h'V'2)
at' ax' ay'

a' 1-gh,:!l - -f'(U'2 + V'2)1/2V'
ay' 2 b

(1)

(2)

(3)

o
az
h~ + {(U2 + V2)1/2U

G = I ax

h aZh + {(U2 + V2)l/2V
ay

with

- 1--­
Sxx = hU2 + 2(il - li)2;

- 1--­
S = hV2 + -( - -)2

YY 2 il il

t.: = {(U2 + V2)1/2U;

(7)

SXy = hUV;

(11)

Thy = {(U2 + V2)l/2V (12)
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where 8.\..0 8.1Y and 8 v y = time-averaged momentum fluxes
similar to radiation stresses (LONGUET-HIGGINS, 1970); and
Tin and Thy = time-averaged bottom shear stress in the x and
y-directions.

Expressing 1], U and V with h = (1] - 2 1) as the sum of the
oscillatory and mean components and using linear progres­
sive wave theory to describe the oscillatory components,
Equations 8-10 can be reduced to the standard continuity
and momentum equations used to predict the spatial varia­
tions of YJ, a and V on beaches (e.g. Wu and LIU, 1985). The
assumption of linear progressive waves may not be valid for
coastal structures because wave reflection may not be negli­
gible. The accuracy of the time-dependent numerical model
is checked using Equations 8-10 and 11-12 because the com­
puted h, U and V using Equation 6 must satisfy the corre­
sponding time-averaged equations.

The depth-integrated energy equation corresponding to
Equations 1-3 can be derived from the three-dimensional
continuity and momentum equations in shallow water (Ko­
BAYASHI et al., 1997) used to derive Equations 1-3 in the
same way as the derivation of the one-dimensional energy
equation from the two-dimensional continuity and momen­
tum equations (KOBAYASHI and WUR,JANTO, 1992). The time­
averaging normalized energy equation corresponding to
Equation 6 may be expressed as

() ()
~(Fx) + ~(Fv) = -Dr - Du
dx dy'

(13)

is used to solve Equation 6. The values of L\x and L\y must be
small enough to resolve the rapid spatial variation of the
wave motion on the slope. The nodes are located at x = (i ­

l)L\x with i = 1,2, ... ,1 and y = (j - l)L\y with) = 1,2, ... ,
J in Figure 1 where 1 and J = number of nodes in the x and
y-directions, respectively. The landward boundary at x = (1
- l)L\x is located above the moving waterline on the slope.
The initial time t = 0 for the computation marching forward
in time is taken to be the time when the incident wave train
arrives at the seaward boundary x = 0 and there is no wave
action in the computation domain. As a result, 1] = 0, U = 0
and V = 0 at t = O. The waterline in the numerical model is
defined as the location where the instantaneous water depth
h equals a small value 0, which is taken as 0 = 10:l in the
subsequent computation. The most landward wet node along
the cross-shore line) is indicated by the integer ~j' For the
dry nodes at i = (~j + 1), ... , I, hi,) = 0, Ui,) = 0 and Vi,) =

o are set where the subscripts i and) indicate the nodal lo­
cation.

For the known values of TJ, h = (1] - 2 1) , U and V at the
time level t and at all the nodes used in the computation, the
values of these variables at the next time level t* = (t + L\t),

which are denoted by the superscript asterisk, are computed
by solving Equation 6 using the MacCormack method, whose
accuracy is second order in time and space. The predictor,
corrector and final steps of the MacCormack method are ex­
pressed as

where F.\ and F" = time-averaged energy flux per unit width
in the x and y-directions, respectively; and Dr and Du = time­
averaged rate of energy dissipation per unit horizontal area
due to bottom friction and wave breaking, respectively. The
dissipation rate Du is related to the vertical variations ofhor­
izontal velocities and shear stresses outside the bottom
boundary layer which are not predicted in this two-dimen­
sional model. As a result, Du is computed using Equations 13
and 14 for the computed h, U and V using Equation 6. The
computed D n must be positive or zero.

Various finite difference methods are available to solve
Equation 6 (e.g. ANDERSON et al., 1984). LIU et al. (1995)
solved Equation 6 using a staggered explicit finite difference
leap-frog scheme where the nonlinear convective terms were
linearized with an upwind scheme of first order accuracy.
Good agreement was obtained between the measured and
computed free surface displacement and maximum runup
around a circular island with a 1:4 side slope for nonbreaking
solitary waves. They have noted that no numerical solution
has been demonstrated to successfully reproduce wave break­
ing in a two-dimensional flow. Use is made here of the
MacCormack method (MACCORMACK, 1969) which has been
used successfully for the computation of two-dimensional
transient open channel flows with bores (CHAUDHRY, 1993).

The finite difference grid of constant grid size L\x and L\y

which yields the values of TJ*, h* = (1]* - 2 h ) , U* and V* at
the next time level t* for the interior nodes.

The time step size L\t for each time step is determined using
an approximate numerical stability criterion for the explicit
finite difference method adopted in Equations 15-17. Slightly
different criteria have been proposed as discussed by ANDER­

SON et al. (1984). Use is made here of that proposed by
THOMPSON (1990) because of its simplicity

A = e / [I U;" I + \/h;, + lV;il + \/h;,] (18)
ut n max L\x L\y

where en = Courant number recommended to be in the range
ell = 0.5-1.0; and max = maximum value of the quantities
in the square brackets at each node for all the nodes used in
the computation. For the subsequent computation, the value
of ell less than unity specified as input is reduced to decrease
L\t when numerical difficulties at the moving waterline occur.

The most landward wet node S~j along the cross-shore line
) at the next time level t* must be found to track the moving
waterline where S~j = (~j - 1), ~j or (~j + 1) because of the
numerical stability criterion given by Equation 18. The fol­
lowing simple procedure is adopted to compute U;~j with i =

~j and (~j + 1) using Equations 15-17. For i = (s, + 1) above

(17)

(15)

(16)

1 ..
U *·= -(U. + U )i,J 2 l,j i,j

F, = hV[T) + ~W2 + V2 l];

(14)

with

F, = hUrT) + ~W" + V2l ];

Dr = {(U'2 + V'2)I.[)
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the waterline, Vi,j = 0, Ei,j = 0, Fi,j = 0 and Gi,j = 0 in
Equation 15 where use is made of Equation 7. To compute
Vi,j with i = is, + 1) using Equation 16, CEi +1,j - Ei,) is
replaced by (E i.j - E i 1,) for i = (Sj + 1), corresponding to
the linear extrapolation of E i Lj and Ei,j to estimate E i t Lj.
After U:::i with i = s./ and (si + 1) is obtained using Equation
17, the value of s*j is found as follows: S:l~i = (Sj - 1) if h.~~,j <
8; s", = Sj if h;~~/ t 1i.i < b; and s*j = (Sj + 1) if h;~/+ n., > b.
After s*j is obtained, V:::i = 0 with i = (s", + 1), ... , I is set
for the dry nodes at the next time level.

The lateral boundaries of the numerical model are located
along the cross-shore lines) = 1 and J where the bottom
elevation z; varies in the cross-shore direction. It is very dif­
ficult to specify incoming waves through the lateral bound­
aries into the computation domain and allow outgoing waves
to propagate out of the computation domain without any nu­
merical reflection from the lateral boundaries. As a first at­
tempt, the periodic lateral boundary conditions are used here,
although these conditions are appropriate only for regular
waves on the slope of alongshore uniformity for which the
bottom elevation z; depends on x only in Figure 1. For the
periodic lateral boundaries, the nodes along) = 1 and J can
be treated as the interior nodes for which Equations 15-17
are written. To compute uti with) = 1 and J using Equations
15-17, use is made of Fi,o = Fi"J 1 for) = 1 in Equation 15
and Fi,eJ i I = Fi,~ for) = J in Equation 16.

The seaward boundary of the numerical model is located
at the toe of the slope along the y-axis as shown in Figure 1.
In the region x :s; 0, the bottom is assumed to be horizontal
so that a regular wave theory on the horizontal bottom may
be used to specify the normalized incident wave train l1/t,y)
at x = 0 in the following form:

+ fh I(U'2 + V'2)I/'2U (22)

au au au av aZ h- + (U + C)- + V- = -C- --
at ax ay ay ax

fh I([J~ + V~)I/~U (21)

a~ a~ a~ aV aZ h- + (U - C)- + V- = -C- + -
at ax ay ay ax

(23)~ = 2C - Uu = 2C + U;C = Vh;

with

where C = normalized phase velocity in shallow water; and
a and f3 = characteristic variables in the x-direction. Assum­
ing lUI < C in the vicinity of the seaward boundary, a and f3

represent the characteristics propagating landward and sea­
ward, respectively. Since f3 propagates out of the computation
domain, the following finite difference approximation of
Equation 22 at x = 0 is used to compute f3*I.j with i = 1 at
the seaward boundary:

multidimensional hyperbolic equations including Equation 6
(e.g. THOMPSON, 1990). VAN DONCEREN and SVENDSEN
(1997) proposed an absorbing-generating algorithm for a two­
dimensional, shallow-water model by extending the algo­
rithm for the one-dimensional model proposed by KOBAYASHI
et al. (1987). They tested their algorithm for unidirectional
waves propagating in a domain of constant depth. Several
algorithms including that of VAN DONCEREN and SVENDSEN
(1997) were tried to produce the periodic wave motion on the
slope which satisfies the time-averaged Equations 8-10. In
addition, the computed reflected wave train must become pe­
riodic and propagate along the y-axis in a manner similar to
Equation 19. The algorithm satisfying these requirements is
presented in the following.

The continuity and x-momentum equations in Equation 6
are expressed in the following characteristic form:

(19)l1/t,y) = F/p) at x = 0

with

p = t - AY;
T'ViH'

A = _ sin 8 i (20)
dt

~rj = ~I,j - dx(UI,j - CI,j)(~'2,./ - ~I,j)

dt
- 2dy[VI,./~I,jtl - ~I,./ I) + CI.,/VI../ 1 1 - V I ,./ 1)]

+ dt[(azh
) + f(h) 1([/'2. + V'2)I/'2[J .J (24)ax . 1,./ 1,./ 1,./ 1,./ 1,./

1,./

where f31,o = f31,J I' VI,O = Vl,eJ I' f3l,eJ'I = f31,'2 and Vl,eJ'1 =

VI,~ because of the periodic lateral boundary conditions as­
sumed here. Equation 24 is used to compute f3*I,j = [2(11:;::L)I/'2
- U" I,) for) = 1, 2, ... , J.

To find h" I,j and U" I,p an additional equation is necessary.
The cross-shore velocity U, associated with the incident wave
train YJi specified by Equation 19 is estimated as U, = YJicosH/

Vd using linear shallow-water wave theory where d = still
water depth at x = o. The differences between the specified
YJi and U, and the computed YJ and [J at x = 0 are assumed
to satisfy the relationship for linear shallow-water waves
propagating seaward

where F, = periodic function with respect to the phase p such
that F/p + 1) = Fi(p);L' = dimensional incident wavelength;
Hi = incident wave angle as shown in Figure 1; and ;\ = in­
verse of the normalized alongshore wavelength. The period
T' and height H' of the incident wave train are used in Equa­
tions 4 and 5 to normalize the dimensional variables. Con­
sequently, the period and height of YJi are unity. The along­
shore wavelength, L' /sin8 i , is constant on the slope of along­
shore uniformity because of Snell's law (e.g. DEAN and DAL­
RYMPLE, 1984). The function F, depends on the wave theory
used for a specific application. To satisfy the initial conditions
of no wave action in the region x ~ 0, use is made of YJi = tFi
for 0 < t < 1 and YJi = F, for t ~ 1 where the computation is
continued until the computed wave motion on the slope be­
comes periodic. To satisfy the periodic lateral boundary con­
ditions, the computation domain width is taken as 0 :s; y :s;

;\ I, which requires (J - 1)dy = ;\ 1.

The seaward boundary algorithm for obliquely incident and
reflected waves is not well established because no unique di­
rection of propagation for characteristic variables exists for

U _ 11iCOS °i
VJ =

11 - 11/
Vd at x = 0 (25)
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26 and cnoidal wave theory (e.g. DEAN and DALRYMPLE,
1984) is used to specify the incident wave profile in the same
way as in the previous computation by KOBAYASHI et al.
(1987). The cnoidal wavelength is L' = 55.5 m at the toe of
the slope. The cnoidal wave profile corresponding to Equation
19 is expressed as

where YJmin = normalized trough elevation below SWL; en =

Jacobian elliptic function; and K = complete elliptic integral
of the first kind. For this test, K = 2.52 and YJmin = -0.37.
The normalized crest elevation above SWL is 0.63, indicating
that the specified incident wave profile is fairly nonlinear.
The parameter A is defined in Equation 20 and given by A =

0.463 sinSi. The computation domain is taken as 0 < x < 0.71
and 0 s y S A-- 1 except for Si = 0 because A = 0 for 8i o.
For Si = 0, use is made of the value of A corresponding to 8i

= 10°. The number of nodes in the x and y-directions are
taken as I = J = 161. The Courant number in Equation 18
is taken as C; = 0.3 and the time step size I1t is on the order
of 0.0004. The computed wave motion on the slope becomes
periodic after a few wave periods. As a result, computation is
made for 0 s t < 10 and the time-averaging is performed for
the last wave period 9 < t s 10.

The bottom friction factor r:J used in Equations 2 and 3
needs to be specified as input. KOBAYASHI et al. (1987) used
t; = 0.3 to obtain good agreement between the measured and
predicted wave runup except for the slight overprediction for
surging waves. CORNETT and MANSARD (1994) measured the
shear stress on a rubble slope below SWL and showed that
the measured friction factors were in fair agreement with the
empirical formula developed by KAMPHUIS (1975) for rough
turbulent oscillatory flow on a horizontal bottom. This for­
mula yields r:J ~ 0.5 for this test where the amplitude of
water particle orbits just outside the bottom boundary layer
is assumed to be approximately H'/2. Consequently, r;J = 0.5
is used here to improve the agreement between the measured
and predicted wave runup for 8i = O.

The computed results for the incident wave angles 8i = 0­
80° are examined to ensure that the computed wave motions
on the slope are periodic and satisfy the time-averaged equa­
tions Equations 8-10. In the following, the computed results
for 8i = 40° are presented as an example. The computed wave
reflection and runup as a function of 8i are then discussed in
light of available empirical formulas.

Figure 2 shows the spatial variations of the free surface
elevation YJ in the computation domain at time t = 9, 9.25,
9.5, 9.75 and 10. The computed spatial variations at t = 9
and 10 are identical because the periodicity is established
before t = 9. In the region of no water with h = (YJ - z() =

0, use is made of YJ = z; to depict the bottom elevation z; of
the slope. Figure 2 indicates the oblique waves propagating
along the slope. The computed waves on the 1:2.5 slope do
not exhibit stem waves even for Si = 80° unlike waves prop­
agating along vertical walls (e.g. YOON and LID, 1989).

Figures 3-5 show the temporal variations of YJ, V and Y,
respectively, at x = 0, 0.13, 0.26, 0.40 and 0.53 along the
cross-shore line at y = 1.66 where A 1 = 3.36 for 8i = 40°.
The waterline at SWL is located at x = 0.445. The lower limit

Modeling Wave Reflection and Runup

which is essentially the same as the relationship used in the
one-dimensional model of KOBAYASHI et al. (1987). The use
of Equation 25 for the present two-dimensional problem may
seem inappropriate but the characteristic variable f3 involves
h = (d + YJ) and V only. Furthermore, PALMA and MATANO
(1998) compared several open boundary conditions for an
ocean circulation model and found the condition similar to
Equation 25 promising. Equation 25 with f3 = (2v'h - V)
yields

h = 2d + a - 2ld(a + d)j1/2 atx = 0 (26)

with

a = d + vd~ + 'Ii(l + cos 8) at x = 0 (27)

For the computed f3*I,j' Equations 26 and 27 yield h*l,j and
V:f;I,j = 12(h:f;I,)1/2 - f3*I,) with} = 1,2, ... , J. Finally, the
y-momentum equation 6 is used to compute Y*I,j with} = 1,
2, ... , J. Use is made of Equations 15-17 and the periodic
lateral boundary conditions where (EI,j - Eo,) in Equation
15 is replaced by (E2 , j - E I ,) . This extrapolation is similar to
that used by KOBAYASHI et al. (1997). Equations 16 and 17
yield (hV)*l,j with) = 1,2, ... ,J and then Y:f;I,j = (hV)*l,j/

h:f:I,j·

After h:f:i,j, V:f\j and Y:f\j at all the nodes in the computa­
tion domain are computed, a smoothing procedure is applied
to damp numerical high-frequency oscillations which may ap­
pear at the rear of the steep front of a breaking wave. Use is
made here of the relatively simple procedure described in
CHAUDHRY (1993) and modified by JOHNSON et al. (1996) to
account for very small water depth near the moving water­
line.

COMPUTED WAVE MOTIONS ON STEEP SLOPE

No appropriate data is available to verify the developed
numerical model. This two-dimensional model becomes prac­
tically the same as the one-dimensional model of KOBAYASHI
et al. (1987) for normally-incident waves which was compared
with the large-scale riprap tests reported by AHRENS(1975).
His test 12 is used as an example in the following. For this
test, the riprap slope tanu = 0.4; the still water depth at the
toe of the 1:2.5 slope, d' = 4.57 m; the incident wave period
T' = 8.5 s; the incident wave height H' = 0.93 m; the median
mass of the riprap, M GO = 35.4 kg; and the density of the
riprap, Pu = 2710 kg/m'. The nominal diameter of the riprap
defined as DnGo = (MG<!g)I/;{ was DnGO = 0.236 m. The test was
limited to normally incident waves with 8i = O. Computation
is also made for the incident wave angle 8i = 10°, 20°, 30°,
40°, 50°, 60°, 70° and 80°.

For this test, d' /H' = 4.9 2: 3 and the effect of the toe depth
on wave runup is secondary (KOBAYASHI et al., 1987). The
ratio (T of the horizontal and vertical length scales defined in
Equation 5 is (T = 28 and the assumption of shallow water is
appropriate. The surf similarity parameter given by ~ = if

tan 8/y!2; is f, = 4.4 and the incident waves were observed
to surge on the 1:2.5 slope (AHRENSand MCCARTNEY, 1975).
The energy equation 13 will be used to examine the change
of wave breaking intensity as function of the incident wave
angle 8i • The Ursell parameter V,. = H'L'2/d';{ is V,. = 30 2:

YJ/t, Y) = YJmin + cn 2 [2K (t - Ay)]

92:3

(28)
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Figure 2. Spatial variations for free surface elevation 1] at time t = 9, 9.25, 9.5, 9.75 and 10.

of the free surface elevation 1] at x = 0.40 and 0.53 in Figure
3 corresponds to the bottom elevation z; = -0.49 and 0.94,
respectively. The effect of reflected waves is apparent in the
trough of 1] at x = O. The cross-shore velocity U at x = 0.40
and 0.53 in Figure 4 indicates wave uprush (U > 0) of a short
duration and wave down-rush (U < 0) of a longer duration.
The longshore velocity V at x = 0.40 and 0.53 in Figure 5
becomes more unidirectional (V> 0) because the large along­
shore velocity occurs only during the short wave uprush. Fig­
ures 3-5 show that the computed wave motion becomes pe­
riodic after a few waves. The establishment of periodicity for
the longshore velocity V on a gentle smooth slope is much
slower as shown by KOBAYASHI and KARJADI (1994).

Figure 6 shows the cross-shore variations of the maximum,

mean and minimum values of 1], U and V during the last
wave period 9 < t :::; 10. The root-mean-square (rrns) values
of the oscillatory components (1] - i]), (U [J) and (V - V)
are also shown in Figure 6 to show the cross-shore variations
of the oscillatory wave motion intensity. These rms values
are the standard deviations of 1], U and V. The quantities
shown in Figure 6 are uniform alongshore. The 1:2.5 slope
indicated by the solid straight line is added in the top panel
to indicate the swash zone of wave uprush and down-rush on
the slope. The rms wave intensity decreases landward in the
swash zone but the largest velocities due to wave uprush oc­
cur slightly above the still waterline at x = 0.455. The wave
setup i] increases rapidly in the swash zone and approaches
the upper limit of wave uprush. The mean cross-shore veloc-
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Figure 3. Temporal variations of YJ at five cross-shore locations. Figure 4. Temporal variations of cross-shore velocity U at five cross­
shore locations.

ity a is negative and represents the cross-shore return cur­
rent as explained by KOBAYASHI et al. (1989). The mean
alongshore velocity iT is the wave-induced longshore current
which becomes almost as large as the standard deviation of
V in the swash zone on the steep rough slope. The longshore
current can become dominant on a gentle smooth slope (e.g.

KOBAYASHI and KAR,JADI, 1994). It is noted that the com­
puted value of iT in the vicinity of x = 0 is slightly negative,
indicating the minor shortcoming of the simple extrapolation
used to compute V:f: 1, j as explained below Equation 27.

The computed spatial and temporal variations of Y}, U and
V for the last wave period 9 < t :s; 10 are used to compute
the time-averaged quantities involved in Equations 8-10 and
13. The computed alongshore volume flux hV is uniform
alongshore. The time-averaged continuity equation 8 requires
hU = 0 to satisfy the no flux condition into the impermeable
slope. The computed cross-shore volume flux hU satisfies this
requirement.

Figure 7 shows the cross-shore variations of the momen­
tum fluxes S-r.n S.,.\' and Syy and the bottom shear stresses Th-r

and Thy involved in the time-averaged momentum equations
9 and 10 where the wave setup i] is presented in Figure 6
and the mean water depth li = (i] - Zh). S.,".\" and Syy increase
landward and decrease in the swash zone, whereas S.1Y is ap­
proximately constant seaward of the swash zone. The bottom
shear stresses are important in the swash zone where the
zone of Th-r < 0 and T hv > 0 corresponds approximately to the

zone of a < 0 and iT > 0 shown in Figure 6. The computed
time-averaged quantities are uniform alongshore and satisfy
the time averaged momentum equations 9 and 10. The neg­
ative cross-shore bottom shear stress Thx in Equation 9 in­
creases wave setup i] in the swash zone. The alongshore uni­
formity allows one to simplify Equation 10 as i)(Sx)/ax = - Thy

which does not include time averaged dispersion or lateral
mixing. This dispersion effect is important for longshore cur­
rents generated by regular breaking waves on gentle smooth
slopes (KOBAYASHI et al., 1997). No data on the longshore
currents on steep rough slopes are available to evaluate the
accuracy of the computed longshore current v shown in Fig­
ure 6 which indicates a fairly uniform profile in the swash
zone unlike a triangular profile in the surf zone on a gentle
slope predicted by a model without dispersion (KOBAYASHI et
al., 1997).

Figure 8 shows the cross-shore variations of the time-av­
eraged energy fluxes F.,. and F; and the time-averaged energy
dissipation rates Dr and DB due to bottom friction and wave
breaking, respectively. The computed values of these quan­
tities are uniform alongshore. The time-averaged energy
equation 13 is used to compute DB which should be positive
or zero. Figure 8 indicates that DB is slightly negative in a
narrow zone but that the energy dissipation for surging
waves on this steep rough slope is dominated by the bottom
friction. The cross-shore energy flux F.,. decreases landward
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mainly because of D/ which becomes the maximum near the
still waterline. The alongshore energy flux F; increases land­
ward and decreases in the swash zone. It is noted that DB
turns out to be small in comparison to D, for the entire range
of 8i = 0-80°. This implies that the intensity of wave breaking
changes little even though the slope in the direction of inci­
dent wave propagation becomes gentler with the increase of

8i ·

The incident wave profile Yl/t, y) along the seaward bound-
ary x = 0 is specified as Yli = t.F, for 0 ::; t < 1 and Yli = F,
for 1 ::; t ::; 10 as explained in relation to Equation 19 where
F, is given by Equation 28 for the assumed cnoidal wave pro­
file. The periodic function F, depends on (t - Ay) with A 1 =

normalized alongshore wavelength where the computation
domain is 0 ::; Ay ::; 1. All the computed time series tt. at the
161 nodes along x = 0 for 0 ::; t ::; 10 are plotted as a function
of p = (t - Ay) in Figure 9. The 161 time series do not coincide
for -1 ::; p < 1 in Figure 9 because of the adjustment of Yli

= tF i for 0 < t < 1 to satisfy the initial conditions of no wave
action in the computation domain. The reflected wave profile
Yl,.(t, y) along x = 0 is obtained as Yl,. = (Yl - Yl) with Yl being
the computed free surface elevation at x = O. All the com­
puted time series of tt. at the 161 nodes along x = 0 for 0 <
t ::; 10 are also plotted as a function of p in Figure 9. The
reflected wave profile it. becomes periodic with respect to p
after a few waves. This implies that the alongshore wave-

lengths of the incident and reflected waves are the same
where A for the incident waves is defined in Equation 20. If
the incident and reflected wavelengths are the same, sin 8i

= sin 8
T

where 8
T

= reflected wave angle. This assumption is
generally adopted to separate incident and reflected waves
using linear wave theory (e.g. ISAACSON et al., 1996).

The reflection coefficient r and the phase shift 8,. are esti­
mated to examine their variations with respect to 8i = 0-80°.
The estimation of rand 8,. is based on the periodic portions
of Yli and Yl,. shown in Figure 9 for Hi = 40°. The specified
incident wave profile Yli is nonlinear where its crest and
trough elevations are 0.63 and -0.37, respectively. The com­
puted reflected wave profile Yl,. is more linear where the crest
and trough elevations of tt. for 8i = 40° are 0.27 and -0.22,
respectively. To account for the profile difference, the reflec­
tion coefficient r is defined here as the ratio of the standard
deviation of Yl,. to that of Yli' This reflection coefficient is
slightly larger than the reflection coefficient based on the ra­
tio of the reflected and incident wave heights. For 8i = 40°,
r = 0.50 in comparison to the height ratio of 0.49. The phase
shift cP,. is obtained here as the shift of the crests of the in­
cident and reflected wave profiles plotted as a function of (t

- Ay). In Figure 9, q)T = 0.47 and the incident and reflected
waves are out of phase.

Figure 10 shows the computed values of rand ¢,. as a func­
tion of 8i in degrees. The computed values of r = 0.47 for the
normally-incident waves with 8i = 0° is compared with avail-
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able empirical formulas. The formula of SEELIG and AHRENS

(1995) predicts r = 0.56 for the rough impermeable slope as­
sumed in the present computation. On the other hand, the
formula of DAVIDSON et al. (1996) predicts r = 0.41. The dif­
ference between these empirical values is generally within
the uncertainties associated with the empirical formulas and

the linear wave theories used to estimate the measured re­
flection coefficients. The computed reflection coefficient r in
Figure 10 increases from r = 0.47 for 8i = 0° to r = 0.59 for
8i = 80°. Most of the regular wave data by ISAACSON et al.
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A two-dimensional, time-dependent numerical model for fi­
nite-amplitude, shallow water waves with arbitrary incident
angles is developed to examine oblique wave dynamics on
steep rough slopes. The use of periodic lateral boundary con­
ditions has limited the present computations to regular

as the incident alongshore wavelength A·~ 1 at x = O. This in­
dicates the validity of Snell's law for obliquely incident waves
on a slope of alongshore uniformity. Figure 11 shows that
wave down-rush with a thin layer of water is sensitive to the
wire height 0'r:

The periodic portions of Z, for 0'r = 0.4, 2 and 4 em as
shown in Figure 11 for 8i = 40° are used to obtain the max­
imum, mean, and standard deviation and minimum values of
Z; for 8i = 0-80°. The maximum Zr is the wave runup R;
which is shown in Figure 12. The wave runup R; is not sen­
sitive to 0' r = 0.4-4 em. The computed value of R; for Si =

0° is 1.62 in comparison to R; = 1.61 observed visually in his
test 12 by AHRENS (1975). The empirical relationship shown
in Figure 12 is based on the runup reduction factor y = RuCS)/
R u(8i = 0°) proposed by DE WALL and VAV DER MEER(1992).
For unidirectional irregular waves, y = 1 for 0° ::; Si ::; 10°,
y = COS(8i - 10°) for 10° ::; 8i ::; 63°, and y = 0.6 for 63° ::;
8i ::; 80°. The decrease of the computed regular wave runup
with the increase of 8i is represented fairly well by the em­
pirical reduction factor for irregular wave runup except for Si
= 60° and 70°. On the other hand, Figure 13 shows the wave
runup R u ' the mean waterline elevation z; the standard de­
viation a r , and the wave run-down Rch which is the minimum
Zr, for 0'r = 2 em. The computed R u' z, and Reidecrease with
the increase of Si' whereas the standard deviation of Z, rep­
resenting the intensity of the waterline oscillation about the
mean Zr remains approximately constant. Correspondingly,
the value of iR; - Rei) remains approximately constant in
Figure 13.

109764 5
(t-Ay)

Z
r

Z
r
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Figure 11. Waterline elevation Z,. for water depths 8',. = 0.4, 2 and 4 em
as a function of shifted time (t - Ay).

(1996) indicated the increase of r with 8i = 0 - 60°. As for
the phase shift cPr' SUTHERLAND and O'DONOGHUE (1998)
proposed one empirical formula based on their data and an­
other formula using their data and the data of HUGHES and
FOWLER (1995) and ISAACSON et ale (1996). These formulas
can be expressed as cPr = 0.57(cos 8)0.71 and cPr = 0.59(cos
8)0.625 for this specific case and are plotted in Figure 10. The
agreement between the computed and empirical phase shifts
is fair for the range 0 ::; Si ::; 60° of the available data. Ad­
ditional data for Si > 60° are required to assess the accuracy
of the computed cPr for 8i > 60°.

Finally, the computed waterline oscillations on the 1:2.5
slope are analyzed where the waterline elevation Z.'; above
SWL is defined as the free surface elevation measured by a
hypothetical wire placed at a vertical distance of 0'r above
the bottom and parallel to the slope in the cross-shore direc­
tion. Since the nominal stone diameter was 23.6 em, use is
made of 0' r = 0.4, 2 and 4 em which may represent the pos­
sible range of the roughness of the irregular bottom surface.
For the actual computation, the normalized wire height Or =
8' )H' with H' = 93 em is used to compute the normalized
waterline elevation Z; = Z ')H' above SWL as a function of t
and y for the given Or'

All the computed time series of Z, along the 161 cross-shore
lines for 0 ::; t ::; 10 are plotted as a function of p = (t - Ay)
for 8' r = 0.4, 2 and 4 cm. The example for 8i = 40° is shown
in Figure 11. The computed waterline oscillations become pe­
riodic after a few waves. The normalized alongshore wave­
length of the waterline oscillations on the slope is the same
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waves on the slope of alongshore uniformity. The numerical
method and the seaward and landward boundary algorithms
presented here are general and expected to be applicable to
irregular waves as well.

The computed spatial and temporal variations of the free
surface elevation and the cross-shore and alongshore veloci­
ties are presented for surging waves on a rough 1:2.5 slope.
The computed results for plunging waves on a rough 1:3.5
slope are similar except for the significant increase of the
energy dissipation rate DB in Figure 8 (KARJADI and KOBAY­

ASHI, 1998). The utility of this numerical model is to obtain
the detailed wave motions in the vicinity of the still waterline
which are difficult to measure in experiments. The computed
cross-shore and alongshore velocities become the maximum
near the still water line. This is important for the evaluation
of stone stability under obliquely incident waves. The com­
puted longshore velocity becomes more unidirectional near
the still water line. This suggests that the longshore trans­
port of gravel or shingle may become the maximum near the
still water line. The time-averaged continuity, momentum
and energy equations are used to check the accuracy of the
numerical model as well as to examine the spatial variations
of the time-averaged quantities such as wave setup, return
current, longshore current, momentum fluxes, energy fluxes
and dissipation rates. The computed reflected waves and wa­
terline oscillations are shown to have the same alongshore
wavelength as the incident waves. This implies that the in­
cident and reflected wave angles are the same even for non­
linear waves and that Snell's law is applicable even for steep
rough slopes. The computed reflection coefficient r increases
slightly with the increase of the incident wave angle ei ,

whereas the phase shift ¢r decreases slightlywith the in­
crease of ei • The computed wave runup R; decreases with the
increase of ei • These computed results are consistent with
available experimental results.

This work was supported by the National Oceanic and At­
mospheric Administration Office of Sea Grant, Department
of Commerce, under Grant No. NA56RG0147 (Project SG97
R/OE-23).
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