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ABSTRACT


A two-dimensional, time-dependent numerical model for finite amplitude, shallow-water waves with arbitrary incident angles is developed to predict the detailed wave motions in the vicinity of the still waterline on a slope. The numerical method and the seaward and landward boundary algorithms are fairly general but the lateral boundary algorithm is limited to periodic boundary conditions. The computed results for surging waves on a rough 1:2.5 slope are presented for the incident wave angles in the range 0–80°. The time-averaged continuity, momentum and energy equations are used to check the accuracy of the numerical model as well as to examine the cross-shore variations of wave setup, return current, longshore current, momentum fluxes, energy fluxes and dissipation rates. The computed reflected waves and waterline oscillations are shown to have the same alongshore wavelength as the specified nonlinear incident waves. The computed variations of the reflected wave phase shift and wave runup are shown to be consistent with available empirical formulas. More quantitative comparisons will be required to evaluate the model accuracy.
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INTRODUCTION

BRUUN (1985, 1989) gave comprehensive reviews on the design and construction of rubble mound breakwaters. Experiments on inclined coastal structures conducted in directional wave basins are becoming more common throughout the world. These experiments were conducted mostly for straight structures on the horizontal bottom to examine the effects of incident wave angles and directionality on design variables such as wave runup (DE WALL and VAN DER MEER, 1992) and wave reflection (ISAACSON et al., 1996). Available data are still limited partly because directional wave basin experiments include more design parameters and are much more time-consuming than unidirectional wave flume experiments. Furthermore, measurements are normally limited to free surface oscillations at several locations and do not provide detailed understanding of oblique wave dynamics on steep rough slopes.

Time-dependent numerical models for waves on inclined coastal structures are limited mostly to normally-incident waves as reviewed by KOBAYASHI (1995). LIU et al. (1995) solved the finite-amplitude, shallow-water equations numerically to predict solitary wave runup around a circular island with a 1:4 side slope. TITOV and SYMOLAKIS (1998) solved these equations numerically to predict the runup of tsunamis. On the other hand, KOBAYASHI and KARJADI (1996) and KOBAYASHI et al. (1997) developed numerical models for oblique irregular waves with small incident angles but these models cannot be used to examine the effects of incident wave angles on wave runup and reflection.

A two-dimensional, time-dependent numerical model for finite-amplitude, shallow-water waves with arbitrary incident angles is developed here to examine the effects of incident wave angles on oscillatory and time-averaged wave characteristics on a steep rough slope. As a first attempt, use is made of periodic lateral boundary conditions. Consequently, computations are limited to regular waves on a slope of alongshore uniformity. Incident nonlinear waves at the toe of the slope are specified as input to the model. Reflected waves are predicted at the toe of the slope to examine the height, shape, angle and phase shift of reflected waves as a function of the incident wave angle. Computed waterline oscillations are analyzed to obtain wave runup, setup and run-down as a function of the incident wave angle. The predicted wave reflection and runup are shown to be in agreement with available empirical formulas. In addition, the computed spatial and temporal variations of the free surface elevation and horizontal velocities are analyzed to elucidate the detailed wave mechanics on the steep rough slope.

NUMERICAL MODEL

The depth-integrated continuity and horizontal momentum equations in shallow water may be expressed as [e.g. LIU et al., 1995]
\[ t = \frac{t'}{T'}; \quad x = \frac{x'}{aH'}; \quad y = \frac{y'}{aH'}; \quad U = \frac{U'}{\sqrt{gH'}}; \]

\[ V = \frac{V'}{\sqrt{gH'}} \]

\[ h = \frac{h'}{H'}; \quad \eta = \frac{\eta'}{H'}; \quad z_b = \frac{z_b'}{H'}; \quad f = \frac{1}{2} \sigma f_b' \]

where \( T' \) and \( H' \) = incident wave period and height, respectively, \( f = \) normalized bottom friction factor which is allowed to vary spatially; and \( \sigma = \) ratio of the horizontal and vertical length scales which is assumed to satisfy \( \sigma^2 \gg 1 \) in shallow water (e.g. Kobayashi and Wurjanto, 1992). Substituting Equations 4 and 5 into Equations 1–3, the normalized continuity and momentum equations are expressed in the conservative vector form:

\[ \frac{\partial U}{\partial t} + \frac{\partial E}{\partial x} + \frac{\partial F}{\partial y} + G = 0 \]  

with

\[ U = \begin{bmatrix} h \\ hU \\ hV \\ hV^2 + h^2/2 \end{bmatrix}; \quad E = \begin{bmatrix} hU \\ hU^2 + h^2/2 \\ hUV \\ hUV^2 + h^2/2 \end{bmatrix}; \quad F = \begin{bmatrix} hV \\ hV^2 + h^2/2 \end{bmatrix}; \quad G = \begin{bmatrix} h \frac{\partial z_b}{\partial x} + t(U^2 + V^2)^{1/2}U \\ h \frac{\partial z_b}{\partial y} + t(U^2 + V^2)^{1/2}V \end{bmatrix} \]

where \( E, F \) and \( G \) depend on \( U \) only for given \( z_b \) and \( f \). In the following, Equation 6 is solved numerically to compute the temporal and spatial variations of \( h, U \) and \( V \). The mean water depth \( \bar{h} \) and the mean velocities \( \bar{U} \) and \( \bar{V} \) are then obtained by time-averaging the computed \( h, U \) and \( V \) where the overbar indicates time-averaging.

To interpret the computed spatial variations of \( h, U \), and \( V \), the time-averaged continuity and momentum equations are derived from Equation 6.

\[ \frac{\partial (\bar{h}U)}{\partial x} + \frac{\partial (\bar{h}V)}{\partial y} = 0 \]  

\[ \frac{\partial}{\partial x}(S_x) + \frac{\partial}{\partial y}(S_y) = -\frac{h}{a} \frac{\partial \bar{\eta}}{\partial x} - \tau_{bx} \]  

\[ \frac{\partial}{\partial x}(S_x) + \frac{\partial}{\partial y}(S_y) = -\frac{h}{a} \frac{\partial \bar{\eta}}{\partial y} - \tau_{by} \]

with

\[ S_x = \bar{h}U^2 + \frac{1}{2} \frac{\eta - \bar{\eta}}{\eta^2}; \quad S_y = \bar{h}UV; \]

\[ S_x = \bar{h}V^2 + \frac{1}{2} \frac{\eta - \bar{\eta}}{\eta^2}; \quad \tau_{bx} = f(U^2 + V^2)^{1/2}U; \quad \tau_{by} = f(U^2 + V^2)^{1/2}V \]

The dimensional variables are normalized as
where $S_x$, $S_y$, and $S_z$ = time-averaged momentum fluxes similar to radiation stresses (Longuet-Higgins, 1970); and $\tau_x$ and $\tau_y$ = time-averaged bottom shear stress in the x and y-directions.

Expressing $\eta$, $U$ and $V$ with $h = (\eta - z)$ as the sum of the oscillatory and mean components and using linear progressive wave theory to describe the oscillatory components, Equations 8–10 can be reduced to the standard continuity and momentum equations used to predict the spatial variations of $\eta$, $U$ and $V$ on beaches (e.g. Wu and Liu, 1985). The assumption of linear progressive waves may not be valid for coastal structures because wave reflection may not be negligible. The accuracy of the time-dependent numerical model is checked using Equations 8–10 and 11–12 because the computed $h$, $U$ and $V$ using Equation 6 must satisfy the corresponding time-averaged equations.

The depth-integrated energy equation corresponding to Equations 1–3 can be derived from the three-dimensional continuity and momentum equations in shallow water (Kobayashi et al., 1997) used to derive Equations 1–3 in the same way as the derivation of the one-dimensional energy equation from the two-dimensional continuity and momentum equations (Kobayashi and Wurjanto, 1992). The time-averaged normalized energy equation corresponding to Equation 6 may be expressed as

$$\frac{\partial}{\partial t}(F_x) + \frac{\partial}{\partial y}(F_y) = -D_y - D_h$$

where

$$F_x = hU \left[ \eta + \frac{1}{2} (U_x^2 + V_y^2) \right]; \quad F_y = hV \left[ \eta + \frac{1}{2} (U_x^2 + V_y^2) \right];$$

$$D_y = f(U_x^2 + V_y^2)^{1/2}$$

is used to solve Equation 6. The values of $\Delta x$ and $\Delta y$ must be small enough to resolve the rapid spatial variation of the wave motion on the slope. The nodes are located at $x = (i - 1)\Delta x$ with $i = 1, 2, \ldots, I$ and $y = (j - 1)\Delta y$ with $j = 1, 2, \ldots, J$ in Figure 1 where $I$ and $J$ = number of nodes in the x and y-directions, respectively. The landward boundary at $x = (I - 1)\Delta x$ is located above the moving waterline on the slope. The initial time $t = 0$ for the computation marching forward in time is taken to be the time when the incident wave train arrives at the seaward boundary $x = 0$ and there is no wave action in the computation domain. As a result, $\eta = 0$, $U = 0$ and $V = 0$ at $t = 0$. The waterline in the numerical model is defined as the location where the instantaneous water depth $h$ equals a small value $\delta$, which is taken as $\delta = 10^{-3}$ in the subsequent computation. The most landward wet node along the cross-shore line $j$ is indicated by the integer $s_j$. For the dry nodes at $i = (s_j + 1), \ldots, I$, $h_{i,j} = 0$, $U_{i,j} = 0$ and $V_{i,j} = 0$ are set where the subscripts $i$ and $j$ indicate the nodal location.

For the known values of $\eta$, $h = (\eta - z)$, $U$ and $V$ at the time level $t$ and at all the nodes used in the computation, the values of these variables at the next time level $t^* = (t + \Delta t)$, which are denoted by the superscript asterisk, are computed by solving Equation 6 using the MacCormack method, whose accuracy is second order in time and space. The predictor, corrector and final steps of the MacCormack method are expressed as

$$\bar{U}_{i,j} = U_{i,j} - \frac{\Delta t}{\Delta x} (E_{i,j} - E_{i-1,j}) - \frac{\Delta t}{\Delta y} (F_{i,j} - F_{i,j-1}) - \Delta t G_{i,j}$$

$$\bar{U}_{i,j} = \bar{U}_{i,j} + \frac{\Delta t}{\Delta x} (E_{i+1,j} - \hat{E}_{i,j}) - \frac{\Delta t}{\Delta y} (F_{i,j+1} - \hat{F}_{i,j}) - \Delta t \hat{G}_{i,j}$$

$$U_{i,j} = \frac{1}{2} \left( U_{i,j} + \bar{U}_{i,j} \right)$$

which yields the values of $\eta^*$, $h^* = (\eta^* - z)$, $U^*$ and $V^*$ at the next time level $t^*$ for the interior nodes.

The time step size $\Delta t$ for each time step is determined using an approximate numerical stability criterion for the explicit finite difference method adopted in Equations 15–17. Slightly different criteria have been proposed as discussed by Anderson et al. (1984). Use is made here of that proposed by Thompson (1990) because of its simplicity

$$\Delta t = C_n \max \left[ \frac{|U_{i,j}| + \sqrt{h_{i,j}}}{\Delta x} + \frac{|V_{i,j}| + \sqrt{h_{i,j}}}{\Delta y} \right]$$

where $C_n$ = Courant number recommended to be in the range $C_n = 0.5$–1.0; and $\max$ = maximum value of the quantities in the square brackets at each node for all the nodes used in the computation. For the subsequent computation, the value of $C_n$ less than unity specified as input is reduced to decrease $\Delta t$ when numerical difficulties at the moving waterline occur.

The most landward wet node $s_j$ along the cross-shore line $j$ at the next time level $t^*$ must be found to track the moving waterline where $s_j = (s_j - 1), s_j$ or $(s_j + 1)$ because of the numerical stability criterion given by Equation 18. The following simple procedure is adopted to compute $U_{i,j}$ with $i = s_j$ and $(s_j + 1)$ using Equations 15–17. For $i = (s_j + 1)$ above
the waterline, \( \mathbf{U}_{i,j} = 0 \), \( \mathbf{E}_{i,j} = 0 \), \( \mathbf{F}_{i,j} = 0 \) and \( \mathbf{G}_{i,j} = 0 \) in Equation 15 where use is made of Equation 7. To compute \( \mathbf{U}_{i,j} \) with \( i = (s_1 + 1) \) using Equation 16, \((\mathbf{E}_{i+1,j} - \mathbf{E}_{i,j})\) is replaced by \((\mathbf{E}_{i+1,j} - \mathbf{E}_{i,j})\) for \( i = (s_1 + 1) \), corresponding to the linear extrapolation of \( \mathbf{E}_{i+1,j} \) and \( \mathbf{E}_{i,j} \) to estimate \( \mathbf{E}_{i+1,j} \). After \( \mathbf{U}_{i,j} \) with \( i = s_1 \), and \((s_1 + 1)\) is obtained using Equation 17, the value of \( s_{i,j}^0 \) is found as follows: if \( h_{i,j}^m = \delta \), \( s_{i,j}^0 = s_1 \) if \( h_{i,j}^{m+1} < \delta \); and \( s_{i,j}^0 = (s_1 + 1) \) if \( h_{i,j}^{m+1} > \delta \). After \( s_{i,j}^0 \) is obtained, \( \mathbf{U}_{i,j} = 0 \) with \( i = (s_{1,j}^0 + 1), \ldots, I \) is set for the dry nodes at the next time level.

The lateral boundaries of the numerical model are located along the cross-shore lines \( j = 1 \) and \( J \) where the bottom elevation \( z_j \) varies in the cross-shore direction. It is very difficult to specify incoming waves through the lateral boundaries into the computation domain and allow outgoing waves to propagate out of the computation domain without any numerical reflection from the lateral boundaries. As a first attempt, the periodic lateral boundary conditions are used here, although these conditions are appropriate only for regular waves on the slope of alongshore uniformity for which the bottom elevation \( z_j \) depends on \( x \) only in Figure 1. For the periodic lateral boundaries, the nodes along \( j = 1 \) and \( J \) can be treated as the interior nodes for which Equations 15–17 are written. To compute \( \mathbf{U}_{i,j} \) with \( j = 1 \) and \( J \) using Equations 15–17, use is made of \( \mathbf{F}_{i,j} = \mathbf{F}_{i,J} \) for \( j = 1 \) in Equation 15 and \( \mathbf{F}_{i,j-1} = \mathbf{F}_{i,j} \) for \( j = J \) in Equation 16. The seaward boundary of the numerical model is located at the toe of the slope along the \( y \)-axis as shown in Figure 1. In the region \( x \leq 0 \), the bottom is assumed to be horizontal so that a regular wave theory on the horizontal bottom may be used to specify the normalized incident wave train \( \eta(t,y) \) at \( x = 0 \) in the following form:

\[
\eta(t,y) = F(p) \quad \text{at} \quad x = 0 \tag{19}
\]

with

\[
p = t - \lambda y, \quad \lambda = \frac{T'\sqrt{gH'}}{L'}\sin\theta, \tag{20}
\]

where \( F \) = periodic function with respect to the phase \( p \) such that \( F(p + 1) = F(p) \), \( L' \) = dimensional incident wavelength; \( \theta \) = incident wave angle as shown in Figure 1; and \( \lambda \) = inverse of the normalized alongshore wavelength. The period \( T' \) and height \( H' \) of the incident wave train are used in Equations 4 and 5 to normalize the dimensional variables. Consequently, the period and height of \( \eta \) are unity. The alongshore wavelength, \( L'/\sin\theta \), is constant on the slope of alongshore uniformity because of Snell’s law (e.g. DEAN and DALKYRIFFE, 1984). The function \( F \) depends on the wave theory used for a specific application. To satisfy the conditions of no wave action in the region \( x \geq 0 \), use is made of \( \eta = iF \), for \( 0 \leq t < 1 \) and \( \eta = 0 \), for \( t \geq 1 \) where the computation is continued until the computed wave motion on the slope becomes periodic. To satisfy the periodic lateral boundary conditions, the computation domain width is taken as \( 0 \leq y \leq \lambda \), which requires \((J-1)\Delta y = \lambda \).

The seaward boundary algorithm for obliquely incident and reflected waves is not well established because no unique direction of propagation for characteristic variables exists for multidimensional hyperbolic equations including Equation 6 (e.g., THOMPSON, 1990). VAN DONGREN and SVENDSEN (1997) proposed an absorbing-generating algorithm for a two-dimensional, shallow-water model by extending the algorithm for the one-dimensional model proposed by KOBAYASHI et al. (1987). They tested their algorithm for unidirectional waves propagating in a domain of constant depth. Several algorithms including that of VAN DONGREN and SVENDSEN (1997) were tried to produce the periodic wave motion on the slope which satisfies the time-averaged Equations 8–10. In addition, the computed reflected wave train must become periodic and propagate along the \( y \)-axis in a manner similar to Equation 19. The algorithm satisfying these requirements is presented in the following.

The continuity and \( x \)-momentum equations in Equation 6 are expressed in the following characteristic form:

\[
\frac{\partial\mathbf{U}}{\partial t} + (U + C)\frac{\partial\mathbf{U}}{\partial x} + V\frac{\partial\mathbf{U}}{\partial y} = -C\frac{\partial\mathbf{V}}{\partial y} - \frac{\partial\mathbf{z}_{1/2}}{\partial x} - fh \left( U'' + V'' \right) \tag{21}
\]

\[
\frac{\partial\mathbf{B}}{\partial t} + (U - C)\frac{\partial\mathbf{B}}{\partial x} + V\frac{\partial\mathbf{B}}{\partial y} = -C\frac{\partial\mathbf{V}}{\partial y} + \frac{\partial\mathbf{z}_{1/2}}{\partial x} + fh \left( U'' + V'' \right) \tag{22}
\]

with

\[
C = \sqrt{H'}; \quad \alpha = 2C + U; \quad \beta = 2C - U \tag{23}
\]

where \( C \) = normalized phase velocity in shallow water; and \( \alpha \) and \( \beta \) = characteristic variables in the \( x \)-direction. Assuming \(|U| < C \) in the vicinity of the seaward boundary, \( \alpha \) and \( \beta \) represent the characteristics propagating landward and seaward, respectively. Since \( \beta \) propagates out of the computation domain, the following finite difference approximation of Equation 22 at \( x = 0 \) is used to compute \( \beta_{i,j}^{n+1} \) with \( i = 1 \) at the seaward boundary:

\[
\beta_{i,j}^{n+1} = \beta_{i,j} - \frac{\Delta t}{\Delta x} (U_{i,j} - C_i \beta_{i,j} - \beta_{i-1,j})
\]

\[
- \frac{\Delta t}{\Delta y} \left[ V_{j+1,i} (\beta_{i,j+1} - \beta_{i,j+1}) + C_i (V_{i,j+1} - V_{i,j+1}) \right]
\]

\[
+ \frac{\Delta t}{\Delta x} \left[ \frac{\partial z_{1/2}}{\partial y}_{i,j+1} + f_i(h^m_{i,j}) \frac{1}{2} (U_{i,j}^{n+1} + V_{i,j}^{n+1}) \frac{1}{2} U_{i,j}^{n+1} \right] \tag{24}
\]

where \( \beta_{1,j+1} = \beta_{1,j} \), \( V_{1,j+1} = V_{1,j} \), \( \beta_{1,j+1} = \beta_{1,j+1} \), \( \beta_{i,j+1} = \beta_{i,j+1} \), and \( \beta_{i,j+1} = \beta_{i,j+1} \) because of the periodic lateral boundary conditions assumed here. Equation 24 is used to compute \( \beta_{i,j}^{n+1} = [2(h_{1,j}^n)^{1/2} - U_{i,j}^{n+1}] \) for \( j = 1, 2, \ldots, J \).

To find \( h_{1,j}^n \) and \( U_{1,j}^n \), an additional equation is necessary. The cross-shore velocity \( U \) associated with the incident wave train \( \eta \) specified by Equation 19 is estimated as \( U = \frac{\eta \cos \theta}{\sqrt{d}} \) using linear shallow-water wave theory where \( d \) = still water depth at \( x = 0 \). The differences between the specified \( \eta \) and \( U \) and the computed \( \eta \) and \( U \) at \( x = 0 \) are assumed to satisfy the relationship for linear shallow-water waves propagating seaward

\[
U = \frac{\eta \cos \theta}{\sqrt{d}} = \frac{\eta - \eta_0}{\sqrt{d}} \quad \text{at} \quad x = 0 \tag{25}
\]
which is essentially the same as the relationship used in the one-dimensional model of KOBAYASHI et al. (1987). The use of Equation 25 for the present two-dimensional problem may seem inappropriate but the characteristic variable \( \beta \) involves \( h = (d + \eta) \) and \( U \) only. Furthermore, PALMA and MATANO (1998) compared several open boundary conditions for an ocean circulation model and found the condition similar to Equation 25 promising. Equation 25 with \( \beta = (2 \sqrt{h} - U) \) yields

\[
h = 2d + a - 2(d(a + d))^{1/2} \quad \text{at} \ x = 0 \quad (26)
\]

with

\[
a = d + \sqrt{d} \beta + \eta(1 + \cos \theta) \quad \text{at} \ x = 0 \quad (27)
\]

For the computed \( \beta^{(i,j)} \), Equations 26 and 27 yield \( h^{(i,j)} \) and \( U^{(i,j)} = [2(h^{(i,j)})^{1/2} - \beta^{(i,j)}] \) with \( j = 1, 2, \ldots, J \). Finally, the \( y \)-momentum equation 6 is used to compute \( V^{(i,j)} \) with \( j = 1, 2, \ldots, J \). Use is made of Equations 15–17 and the periodic boundary conditions where \( (E_{i,j} - E_{0,j}) \) in Equation 15 is replaced by \( (E_{i,j} - E_{J,j}) \). This extrapolation is similar to that used by KOBAYASHI et al. (1997). Equations 16 and 17 yield \( (hV)^{(i,j)} \) with \( j = 1, 2, \ldots, J \) and then \( V^{(i,j)} = (hV)^{(i,j)} / h^{(i,j)} \).

After \( h^{(i,j)}, U^{(i,j)}, \) and \( V^{(i,j)} \), at all the nodes in the computation domain are computed, a smoothing procedure is applied to damp numerical high-frequency oscillations which may appear at the rear of the steep front of a breaking wave. Use is made here of the relatively simple procedure described in CHAUDHRY (1993) and modified by JOHNSON et al. (1996) to account for very small water depth near the moving waterline.

**COMPUTED WAVE MOTIONS ON STEEP SLOPE**

No appropriate data is available to verify the developed numerical model. This two-dimensional model becomes practically the same as the one-dimensional model of KOBAYASHI et al. (1987) for normally-incident waves which was compared with the large-scale riprap tests reported by AHNERS (1975). His test 12 is used as an example in the following. For this test, the riprap slope \( \tan \theta = 0.4 \); the still water depth at the toe of the 1:2.5 slope, \( d' = 4.57 \) m; the incident wave period \( T' = 8.5 \) s; the incident wave height \( H' = 0.93 \) m; the median mass of the riprap, \( M_{50} = 35.4 \) kg; and the density of the riprap, \( \rho_i = 2710 \text{ kg/m}^3 \). The nominal diameter of the riprap defined as \( D_{50} = (M_{50} / \rho_i)^{1/3} \) was \( D_{50} = 0.236 \) m. The test was made here of the relatively simple procedure described in CHAUDHRY (1993) and modified by JOHNSON et al. (1996) to account for very small water depth near the moving waterline.

The energy equation 13 will be used to examine the change of wave breaking intensity as function of the incident wave angle \( \theta \). The Ursell parameter \( U_e = H'L^{3/2}d^{-3} \) is \( U_e = 30 \geq 26 \) and cnoidal wave theory (e.g., DEAN and DALRYMPLE, 1984) is used to specify the incident wave profile in the same way as in the previous computation by KOBAYASHI et al. (1987). The cnoidal wavelength is \( L' = 55.5 \) m at the toe of the slope. The cnoidal wave profile corresponding to Equation 19 is expressed as

\[
\eta(t, y) = \eta_{\text{max}} + cn[2K(t - \lambda y)] \quad (28)
\]

where \( \eta_{\text{max}} \) = normalized trough elevation below SWL; \( cn \) = Jacobian elliptic function; and \( K \) = complete elliptic integral of the first kind. For this test, \( K = 2.52 \) and \( \eta_{\text{max}} = -0.37 \). The normalized crest elevation above SWL is \( 0.63 \), indicating that the specified incident wave profile is fairly nonlinear. The parameter \( \lambda \) is defined in Equation 20 and given by \( \lambda = 0.463 \sin \theta \). The computation domain is taken as \( 0 \leq x \leq 0.71 \) and \( 0 \leq y \leq \lambda \) except for \( \theta = 0 \) because \( \lambda = 0 \) for \( \theta = 0 \). For \( \theta = 0 \), use is made of the value of \( \lambda \) corresponding to \( \theta = 10^\circ \). The number of nodes in the \( x \) and \( y \)-directions are taken as \( L = J = 161 \). The Courant number in Equation 18 is taken as \( C_o = 0.3 \) and the time step size \( \Delta t \) is on the order of 0.0004. The computed wave motion on the slope becomes periodic after a few wave periods. As a result, computation is made for \( 0 \leq t \leq 10 \) and the time-averaging is performed for the last wave period \( 9 \leq t \leq 10 \).

The bottom friction factor \( f'_i \) used in Equations 2 and 3 needs to be specified as input. KOBAYASHI et al. (1987) used \( f'_i = 0.3 \) to obtain good agreement between the measured and predicted wave runup except for the slight overprediction for surging waves. CORNETT and MANSARD (1994) measured the shear stress on a rubble slope below SWL and showed that the measured friction factors were in fair agreement with the empirical formula developed by KAMPHIUS (1975) for rough turbulent oscillatory flow on a horizontal bottom. This formula yields \( f'_i = 0.5 \) for this test where the amplitude of water particle orbits just outside the bottom boundary layer is assumed to be approximately \( \lambda/2 \). Consequently, \( f'_i = 0.5 \) is used here to improve the agreement between the measured and predicted wave runup for \( \theta = 0 \).

The computed results for the incident wave angles \( \theta = 0 \)–80° are examined to ensure that the computed wave motions on the slope are periodic and satisfy the time-averaged equations. Equations 8–10. In the following, the computed results for \( \theta = 40^\circ \) are presented as an example. The computed wave reflection and runup as a function of \( \theta \) are then discussed in light of available empirical formulas.

Figure 2 shows the spatial variations of the free surface elevation \( \eta \) in the computation domain at time \( t = 9, 9.25, 9.5, 9.75 \) and 10. The computed spatial variations at \( t = 9 \) and 10 are identical because the periodicity is established before \( t = 9 \). In the region of no water with \( h = (\eta - z_s) = 0 \), use is made of \( \eta = z_s \) to depict the bottom elevation \( z_s \) of the slope. Figure 2 indicates the oblique waves propagating along the slope. The computed waves on the 1:2.5 slope do not exhibit stem waves even for \( \theta = 80^\circ \) unlike waves propagating along vertical walls (e.g., YOON and LIU, 1989).

Figures 3–5 show the temporal variations of \( \eta \) and \( V \) at selected points. The cross-shore line at \( y = 1.66 \) where \( \lambda = 3.36 \) for \( \theta = 40^\circ \). The waterline at SWL is located at \( x = 0.445 \). The lower
of the free surface elevation \( \eta \) at \( x = 0.40 \) and 0.53 in Figure 3 corresponds to the bottom elevation \( z_b = -0.49 \) and 0.94, respectively. The effect of reflected waves is apparent in the trough of \( \eta \) at \( x = 0 \). The cross-shore velocity \( U \) at \( x = 0.40 \) and 0.53 in Figure 4 indicates wave uprush \( (U > 0) \) of a short duration and wave down-rush \( (U < 0) \) of a longer duration. The longshore velocity \( V \) at \( x = 0.40 \) and 0.53 in Figure 5 becomes more unidirectional \( (V > 0) \) because the large longshore velocity occurs only during the short wave uprush. Figures 3–5 show that the computed wave motion becomes periodic after a few waves. The establishment of periodicity for the longshore velocity \( V \) on a gentle smooth slope is much slower as shown by Kobayashi and Karjadi (1994).

Figure 6 shows the cross-shore variations of the maximum, mean and minimum values of \( \eta, U \) and \( V \) during the last wave period \( 9 < t \leq 10 \). The root-mean-square (rms) values of the oscillatory components \( (\eta - \bar{\eta}), (U - \bar{U}) \) and \( (V - \bar{V}) \) are also shown in Figure 6 to show the cross-shore variations of the oscillatory wave motion intensity. These rms values are the standard deviations of \( \eta, U \) and \( V \). The quantities shown in Figure 6 are uniform alongshore. The 1:2.5 slope indicated by the solid straight line is added in the top panel to indicate the swash zone of wave uprush and down-rush on the slope. The rms wave intensity decreases landward in the swash zone but the largest velocities due to wave uprush occur slightly above the still waterline at \( x = 0.455 \). The wave setup \( \bar{\eta} \) increases rapidly in the swash zone and approaches the upper limit of wave uprush. The mean cross-shore veloc-
ity $\bar{U}$ is negative and represents the cross-shore return current as explained by Kobayashi et al. (1989). The mean alongshore velocity $\bar{V}$ is the wave-induced longshore current which becomes almost as large as the standard deviation of $V$ in the swash zone on the steep rough slope. The longshore current can become dominant on a gentle smooth slope (e.g. Kobayashi and Kariadi, 1994). It is noted that the computed value of $\bar{V}$ in the vicinity of $x = 0$ is slightly negative, indicating the minor shortcoming of the simple extrapolation used to compute $V^*_{-1}$ as explained below Equation 27.

The computed spatial and temporal variations of $\eta, U$ and $V$ for the last wave period $9 < t \leq 10$ are used to compute the time-averaged quantities involved in Equations 8-10 and 13. The computed alongshore volume flux $h\bar{V}$ is uniform alongshore. The time-averaged continuity equation 8 requires $h\bar{U} = 0$ to satisfy the no flux condition into the impermeable slope. The computed cross-shore volume flux $h\bar{U}$ satisfies this requirement.

Figure 7 shows the cross-shore variations of the momentum fluxes $S_{x\eta}, S_{y\eta}$ and $S_{xy}$ and the bottom shear stresses $\tau_{nx}$ and $\tau_{n\eta}$ involved in the time-averaged momentum equations 9 and 10 where the wave setup $\eta$ is presented in Figure 6 and the mean water depth $h = (\eta - z_i)$. $S_{xy}$ and $S_{ny}$ increase landward and decrease in the swash zone, whereas $S_{nx}$ is approximately constant seaward of the swash zone. The bottom shear stresses are important in the swash zone where the zone of $\tau_{nx} < 0$ and $\tau_{n\eta} > 0$ corresponds approximately to the zone of $\bar{U} < 0$ and $\bar{V} > 0$ shown in Figure 6. The computed time-averaged quantities are uniform alongshore and satisfy the time averaged momentum equations 9 and 10. The negative cross-shore bottom shear stress $\tau_{nx}$ in Equation 9 increases wave setup $\eta$ in the swash zone. The alongshore uniformity allows one to simplify Equation 10 as $\partial(S_{y\eta})/\partial x = -\tau_{n\eta}$ which does not include time averaged dispersion or lateral mixing. This dispersion effect is important for longshore currents generated by regular breaking waves on gentle smooth slopes (Kobayashi et al., 1997). No data on the longshore currents on steep rough slopes are available to evaluate the accuracy of the computed longshore current $V$ shown in Figure 6 which indicates a fairly uniform profile in the swash zone unlike a triangular profile in the surf zone on a gentle slope predicted by a model without dispersion (Kobayashi et al., 1997).

Figure 8 shows the cross-shore variations of the time-averaged energy fluxes $F_x$ and $F_y$ and the time-averaged energy dissipation rates $D_p$ and $D_b$ due to bottom friction and wave breaking, respectively. The computed values of these quantities are uniform alongshore. The time-averaged energy equation 13 is used to compute $D_p$ which should be positive or zero. Figure 8 indicates that $D_p$ is slightly negative in a narrow zone but that the energy dissipation for surging waves on this steep rough slope is dominated by the bottom friction. The cross-shore energy flux $F_y$ decreases landward
mainly because of $D_r$ which becomes the maximum near the still waterline. The alongshore energy flux $F_r$ increases landward and decreases in the swash zone. It is noted that $D_r$ turns out to be small in comparison to $D_t$ for the entire range of $\theta_r = 0-80^\circ$. This implies that the intensity of wave breaking changes little even though the slope in the direction of incident wave propagation becomes gentler with the increase of $\theta_r$.

The incident wave profile $\eta_i(t, y)$ along the seaward boundary $x = 0$ is specified as $\eta_i = tF_i$ for $0 \leq t < 1$ and $\eta_i = F_i$ for $1 \leq t \leq 10$ as explained in relation to Equation 19 where $F_i$ is given by Equation 28 for the assumed cnoidal wave profile. The periodic function $F$ depends on $(t - \lambda y)$ with $\lambda$ normalized alongshore wavelength where the computation domain is $0 \leq \lambda y \leq 1$. All the computed time series $\eta_i$ at the 161 nodes along $x = 0$ for $0 \leq t \leq 10$ are plotted as a function of $p = (t - \lambda y)$ in Figure 9. The 161 time series do not coincide for $-1 \leq p < 1$ in Figure 9 because of the adjustment of $\eta_i = tF_i$ for $0 \leq t < 1$ to satisfy the initial conditions of no wave action in the computation domain. The reflected wave profile $\eta_r(t, y)$ along $x = 0$ is obtained as $\eta_r = (\eta - \eta_i)$ with $\eta_i$ being the computed free surface elevation at $x = 0$. All the computed time series of $\eta_r$ at the 161 nodes along $x = 0$ for $0 \leq t \leq 10$ are also plotted as a function of $p$ in Figure 9. The reflected wave profile $\eta_r$ becomes periodic with respect to $p$ after a few waves. This implies that the alongshore wave-lengths of the incident and reflected waves are the same where $\lambda$ for the incident waves is defined in Equation 20. If the incident and reflected wavelengths are the same, $\sin \theta_r = \sin \theta_i$ where $\theta_i$ is reflected wave angle. This assumption is generally adopted to separate incident and reflected waves using linear wave theory (e.g. ISAACSON et al., 1996).

The reflection coefficient $r$ and the phase shift $\theta_r$ are estimated to examine their variations with respect to $\theta_i = 0-80^\circ$. The estimation of $r$ and $\theta_r$ is based on the periodic portions of $\eta_i$ and $\eta_r$ shown in Figure 9 for $\theta_i = 40^\circ$. The specified incident wave profile $\eta_i$ is nonlinear where its crest and trough elevations are 0.63 and -0.37, respectively. The computed reflected wave profile $\eta_r$ is more linear where the crest and trough elevations of $\eta_r$ for $\theta_i = 40^\circ$ are 0.27 and -0.22, respectively. To account for the profile difference, the reflection coefficient $r$ is defined here as the ratio of the standard deviation of $\eta_i$ to that of $\eta_r$. This reflection coefficient is slightly larger than the reflection coefficient based on the ratio of the reflected and incident wave heights. For $\theta_i = 40^\circ$, $r = 0.50$ in comparison to the height ratio of 0.49. The phase shift $\phi_r$ is obtained here as the shift of the crests of the incident and reflected wave profiles plotted as a function of $(t - \lambda y)$. In Figure 9, $\phi_r = 0.47$ and the incident and reflected waves are out of phase.

Figure 10 shows the computed values of $r$ and $\phi_r$ as a function of $\theta_i$ in degrees. The computed values of $r = 0.47$ for the normally-incident waves with $\theta_i = 0^\circ$ is compared with avail-
able empirical formulas. The formula of Seelig and Ahrens (1995) predicts $r = 0.56$ for the rough impermeable slope assumed in the present computation. On the other hand, the formula of Davidson et al. (1996) predicts $r = 0.41$. The difference between these empirical values is generally within the uncertainties associated with the empirical formulas and

Figure 7. Cross-shore variations of time-averaged momentum quantities.

Figure 8. Cross-shore variations of time-averaged energy quantities.

Figure 9. Incident and reflected wave profiles as a function of shifted time $(t - Ay)$.

Figure 10. Reflection coefficient $r$ and phase shift $\phi_i$ as a function of incident wave angle $\theta_i$ in degrees.
as the incident alongshore wavelength $\lambda^{-1}$ at $x = 0$. This indicates the validity of Snell’s law for obliquely incident waves on a slope of alongshore uniformity. Figure 11 shows that wave down-rush with a thin layer of water is sensitive to the wire height $\delta'$. The periodic portions of $Z_r$ for $\delta' = 0.4, 2$ and $4 \text{ cm}$ as shown in Figure 11 for $\theta_i = 40^\circ$ are used to obtain the maximum, mean, and standard deviation and minimum values of $Z_r$ for $\theta_i = 0-80^\circ$. The maximum $Z_r$ is the wave runup $R_u$ which is shown in Figure 12. The wave runup $R_u$ is not sensitive to $\delta' = 0.4-4 \text{ cm}$. The computed value of $R_u$ for $\theta_i = 0^\circ$ is 1.62 in comparison to $R_u = 1.61$ obtained visually in his test 12 by AHRENS (1975). The empirical relationship shown in Figure 12 is based on the runup reduction factor $\gamma = R_u(\theta_i, r)/R_u(\theta_i = 0^\circ)$ proposed by DE WALL and VAV DER MEER (1992). For unidirectional irregular waves, $\gamma = 1$ for $0^\circ \leq \theta_i \leq 10^\circ$, $\gamma = \cos(\theta_i - 10^\circ)$ for $10^\circ \leq \theta_i \leq 63^\circ$, and $\gamma = 0.6$ for $63^\circ \leq \theta_i \leq 80^\circ$. The decrease of the computed regular wave runup with the increase of $\theta_i$ is represented fairly well by the empirical reduction factor for irregular wave runup except for $\theta_i = 60^\circ$ and $70^\circ$. On the other hand, Figure 13 shows the wave runup $R_u$, the mean waterline elevation $Z_m$, the standard deviation $\sigma_{Z_m}$, and the wave run-down $R_d$, which is the minimum $Z_r$ for $\delta' = 2 \text{ cm}$. The computed $R_u$, $Z_m$ and $R_d$ decrease with the increase of $\theta_i$, whereas the standard deviation of $Z_m$ representing the intensity of the waterline oscillation about the mean $Z_m$ remains approximately constant. Correspondingly, the value of $(R_u - R_d)$ remains approximately constant in Figure 13.

**CONCLUSIONS**

A two-dimensional, time-dependent numerical model for finite-amplitude, shallow water waves with arbitrary incident angles is developed to examine oblique wave dynamics on steep rough slopes. The use of periodic lateral boundary conditions has limited the present computations to regular
waves on the slope of alongshore uniformity. The numerical method and the seaward and landward boundary algorithms presented here are general and expected to be applicable to irregular waves as well.

The computed spatial and temporal variations of the free surface elevation and the cross-shore and alongshore velocities are presented for surging waves on a rough 1:2.5 slope. The computed results for plunging waves on a rough 1:3.5 slope are similar except for the significant increase of the energy dissipation rate \(\alpha_t\) in Figure 8 (KARJADI and KOBAYASHI, 1998). The utility of this numerical model is to obtain the detailed wave motions in the vicinity of the still waterline which are difficult to measure in experiments. The computed cross-shore and alongshore velocities become the maximum near the still water line. This is important for the evaluation of stone stability under obliquely incident waves. The computed longshore velocity becomes more unidirectional near the still water line. The time-averaged continuity, momentum and energy equations are used to check the accuracy of the numerical model as well as to examine the spatial variations of the time-averaged quantities such as wave setup, return current, longshore current, momentum fluxes, energy fluxes and dissipation rates. The computed reflected waves and waterline oscillations are shown to have the same alongshore wavelength as the incident waves. This implies that the incident and reflected wave angles are the same even for non-linear waves and that Snell's law is applicable even for steep rough slopes. The computed reflection coefficient \(r\) increases slightly with the increase of the incident wave angle \(\theta_i\), whereas the phase shift \(\phi\) decreases slightly with the increase of \(\theta\). The computed wave runup \(R_p\) decreases with the increase of \(\theta\). These computed results are consistent with available experimental results.

Figure 13. Wave runup \(R_p\), setup \(Z_s\), standard deviation \(\sigma\), and run-down \(R_d\) for \(\delta_r = 2\) cm as a function of \(\theta\), in degrees.
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