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ABSTRACT _

WALTON, T L., 1989. Simulating Great Lakes water levels for erosion prediction. Journal o]
Coastal Research. 5(3), 377-389. Charlottesville (Virginia), ISSN 0749-0208

An investigation of monthly average lake levels is provided to enable the predictive portion of
the lake level signal to be separated from random noise residual. Various empirical linear
models are proposed and compared in a pr ed ict.i ve mode to a portion of the historical record not
used in the model parameter estimation. Models utilized for prediction and hence simulation
assume a deterministic seasonal cycle as well as a longer term lake level pseudocycle consisting
of correlated random noise. Residu al analysis is performed to enable the models to be utilized
in a simulation mode. The rnode ls developed are shown to provide satisfactory results for use
in simulating future scenarios of the longer term lake level cycles and pseudocycles to drive
shore line erosion models.

ADDITIONAL INDEX WORDS: Coastal eroston, cycles of water level, lake levels, low water
leoel.

INTRODUCTION

Considerable debate (CHRYSTAL and MUR­
RAY, 1906; MCDONALD, 1954; BRUNK, 1959;
DECOOK, 1961; MEGERIAN, 1964; LID, 1970;
COHN and ROBINSON, 1976; QUINN, 1986;
CHANGNON, 1987) has been ongoing since the
early portion of the twentieth century concern­
ing man's ability to predict potential future
periods of time during which lake levels would
be at high stages. Storms that occur during
these periods of high lake level do considerable
damage to shore structures, beaches, bluffs, and
lakefront dwellings. Attempts to mitigate ero­
sion and potential flood damage from high lake
stages while at the same time improving navi­
gation benefits by prevention of excessive
periods of low water levels have resulted in a
series of complex water level control regula­
tions on both Lake Superior and Lake Ontario
(INTERNATIONAL JOINT COMMISSION,
1976) altering natural stages of the lakes to
some extent. Additional effects of channel
dredging between the lakes, as well as flow
di versions to and from the lakes ha ve also
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altered natural lake stages, but to a lesser
degree. The extent of man's influence on the
lakes is subject to wide debate but appears
minor compared to nature's cycles or pseudo­
cyles in lake water level. This hypothesis will
be investigated in a later portion of this paper
for the more recent period of time from 1921
thru 1987.

An ability to forecast future water levels
would be useful for optimal control of lake
stages but it is also a necessary first step in sim­
ulating future water levels for prediction of
potential beach erosion that might occur in a
major storm. Operational forecast models of
lake stages appear to be of a short forecast hori­
zon (DECOOKE and MEGERIAN, 1967;
CROWLEY, 1987) with the apparent belief
that, the natural dri ving force for lake level
change being random precipitation, long range
(> 6 months) forecasting would be of limited
utility. It is important to note though that any
persistence in the data ii,e. high lake levels fol­
lowed by high lake levels or vice versa) justifies
an attempt to extend the forecast horizon for
lake stage prediction and hence provide better
ability to do realistic simulation of future lake
level events. The present paper is an attempt to
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utilize a recent geophysical digital signal pro­
cessing algorithm, the Maximum Entropy
Method (BURG, 1975) to forecast Great Lake
monthly average water levels in an attempt to
separate monthly average water level signal
informational content from random noise in the
time series. By reducing the water level time
series to random uncorrelated noise, the poten­
tial for simulation of water levels containing
the same statistical properities and correlation
structure as the original series is realized. The
methodology used to do the forecast is shown to
provide a forecast horizon well beyond one year
in the case of the lower Great Lakes (Superior
is intensively regulated and therefore lake
level forecasts are very close to actual with lit­
tle noise in the series).

PAST INVESTIGATIONS

Various investigators have attempted to pre­
dict future cycles of high water in the Great
Lakes for the previously mentioned reasons.
COHN and ROBINSON (1976) provided a
deterministic process Fourier analysis
approach to the problem of determining
monthly average lake levels with the result
that the lake levels followed natural cycles with
periods of 1, 11, 22, and 36 years. LID (1970),
in a more recent analysis, investigated the
spectral shape of the monthly average water
levels as well as the probability distributions of
monthly average water levels. LID (1970) found
that the water levels were approximately Gaus­
sian distributed, but often failing a Chi Square
test at a 95 percent significance level. He noted
that the series was better fit with a Gram­
Charlier probability distribution function
which allows for skewness within the data,
and he attributed the skewness to possible
nonlinear aspects of the hydrological pro­
cesses involved in lake level forcing func­
tions. As the Chi squared test is a weak test
for normality (STEPHENS (1974)), the
hypothesis of normality will later be tested
with a stronger statistical test, the Kolmo­
gorov-Smirnov test. LID'S (1970) concl u­
sions concerning the spectral shape of the
deseasonalized time series suggested that
the lake levels were indeed noise with no
apparent true cycles except for the seasonal
cycle. An important point not mentioned was
that the series was correlated noise, not

white noise, hence additional informational
content still existed within the series to
improve upon future prediction and hence
simulation.

YEVJEVICH (1975), in an approach simi­
lar to the one being presented here, devel­
oped a simulation model for the mean
monthly net basin supply for the various
lakes, where the net basin supply consists of
precipitation, evaporation, groundwater
contribution, surface inflow and outflow to
the lake. As the net basin supplies were
derived indirectly from limited noisy mea­
surements and incorporated additional
uncertainty in estimating evaporation and
groundwater contribution, the end result
was a noisy signal with limited informa­
tional content.

The present approach to future water level
simulation was to utilize the existing data base
on Great Lakes water levels (NATIONAL
OCEANIC and ATMOSPHERIC ADMINIS­
TRATION, 1987) due to the fact the gage water
level s present an accurately measured time
series relatively uncontaminated by man's lack
of understanding of the natural physical pro­
cesses of precipitation and evaporation.

MODEL

The model proposed here is a hybrid model
composed of a seasonal component combined
with a linear autoregressive model, the Maxi­
mum Entropy Method model (BURG, 1975),
This model will be shown to produce a reason­
able forecast and be capable of reducing the
original monthly average water level to random
uncorrelated noise. The period of record used to
test the model in a forecast mode was 1921 thru
1987. Although Great Lakes monthly average
water levels date back to the 1860's prior to reg­
ulation of Lake Superior, the control plan and
operating rules initiated in 1921 on Lake Supe­
rior appear to have modified the lake level var­
iations on the lower Great Lakes (INTERNA­
TIONAL JOINT COMMISSION, 1975). Figures
1 through 3 show the monthly average water
levels for gages on Lakes Michigan-Huron
(5014), Lake Erie (3063), and for Lake Ontario
(2030) for the period 1921 thru 1987. Autocor­
relation plots for the same series are shown in
Figures 4 through 6 and show the high persist­
ence along with seasonal correlation within the
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Figure 1. Monthly average water levels-gage 5014.
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Figure 2. Monthly average water level-gage :3063.
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Figure 4. Auto correlation plot-gage 5014 water levels.

lake level time series. This persistance is
marked by not only a strong correlation
between months but also a strong correlation at
yearly levels (lag = 12 months). This particular
structure with correlation at seasonal (in this

case yearly lags) is suggestive of a seasonal
trend (either nonstationary random, stationary
random, or deterministic) in the data and can
be handled by a variety of methods.

If the seasonal trend is assumed to be of a
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Figure 5. Auto correlation plot-gage 3063 water levels.
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Figure 6. Auto correlation plot-gage 2030 water levels.

nonstationary nature (i.e. does not seek a sea­
sonal time dependent level), then the best
approach to deseasonalizing the data is via sea­
sonal differencing, in the case of monthly aver­
age data this involves differencing at lag 12. In
terms of a linear filter representation, this type
of deseasonalizing filter is given as:

where Xtt.) is the original series, Z(t) is the
deseasonalized series by this approach, and B 3

with s = 12 is a backwards lag 12 operator (i.e.

see BOX and JENKINS (1976)). The term (1 ­
B 1 '2 ) = V12 is a linear difference operator or fil-
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where Wet) represents a white noise (innova­
tion) term and the roots of the autoregressive
polynomial are less than absol ute val ue one,
the model becomes what BOX and JENKINS
(1976) refer to as a seasonal multiplicative
model. A possible criticism of the multiplicative

where A3(B;j) is a seasonal autoregressive poly­
nomial of B with order s (= 12 in present case)
and constant coefficients, and MiB;3) is a sea­
sonal moving average polynomial of B with
order s and constant coefficients. Assuming the
roots of the autoregressive polynomial are all
less than one (i.e. inside the unit circle in the
complex plane) is equivalent to assuming sta­
tionarity. BOX and JENKINS (1976) are also
proponents of this approach to modeling and
recommend deseasonalizing of this type in con­
junction with similar techniques ti.e. ARMA
models) for analysis of the deseasonalized
series. When applying the system of filters as
given in Eq. 2 along with a stationary data fil­
ter gi ven in general form as:

ter of order 1 and degree 12 on the data. BOX
and JENKINS (1976) are proponents of this
approach to handling seasonal correlation
structure in the data and recommended sea­
sonal differencing to reduce the data to station­
arity. A particular problem with this approach
is that such differencing removes a stationary
mean level of the process and hence forces a
nonstationarity into the data regardless of
whether the data are nonstationary or not. This
type of filter is equivalent to an assumed ran­
dom walk (at seasonal lag) model assumption.
Although nonstationarity may be present in
long geophysical records such as the ones ana­
lyzed here due to long term climatic changes or
man made changes (i.e. flow diversions, channel
deepening, or urbanization effecting runoff
changes), such changes should not be assumed
a priori without physical justification.

A second method of evaluating the seasonal
trend and deseasonalizing the model is to uti­
lize either an autoregressive AR or autoregres­
sive/moving average ARMA seasonal filter as
given by:

(4)Z
Xt t) - met)

(t) = ----
Sd(t)

seasonal model is that there is no physical rea­
son to believe that a white noise process Wtt)
should be influenced by antecedent conditions
at a lag period s. This particular model was
used in the investigation of lake levels and will
be discussed further below.

A third approach to the deseasonalization of
the level data is provided by standardization of
the seasonal series as given by:

where rnt t) is the estimated time varying mean
value of Xtt.), in the present case monthly aver­
ages, and Sd(t) is the time varying standard
deviation of Xt t) (i.e. monthly indexed standard
deviation). This particular approach is well
adapted to heteroscedastic data of the type seen
in hydrologic time series as noted by KASH­
YAP and RAO (1976). After deseasonalization
by this approach, the data typically assume a
stationary form to which a stationary type of
model such as an AR or ARMA model can be fit.
For parsimony of terms, the time varying
monthly mean and variance terms can be fit by
discrete Fourier series wi th only those coeffi­
cients retained which show significance. In the
present analysis, this standardization method
of deseasonalization was used but the seasonal
coefficients were used (12 means and 12 stan­
dard deviations) rather than providing a Four­
ier series fit to the seasonal means and vari­
ances.

Three methods were used to assess whether
the assumption of stationarity was reasonable
for the water level monthly average series dur­
ing the period of record from 1921-1987. The
first test used was a runs test as suggested in
BENDAT and PIERSOL (1971), which consists
of counting the number of runs about the mean
of the process for the mean square value of
equal segments of record. This particular test
does not require that the seasonal trend be
removed prior to testing as long as the funda­
mental period is short compared to the aver­
aging time used to compute sample values,
therefore the series was not deseasonalized
prior to testing. The hypothesis that the data
were random stationary at a 5 percent signifi­
cance level was tested and accepted for all three
lake level series.

Prior to the remaining two methods for test­
ing stationarity, the data were deseasonalized

(2)

(3)wu: = ~~~:Z(t)
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Table 1 Parameter Estimation Comparison

Note: Parameters listed are the first and second auto­
regressive parameter estimates.

via standardization with monthly means and
variances as noted in previous paragraphs. The
second method used to assess stationari ty was
to split each series into two segments, begin­
ning 1921-1954 and ending 1955-1987, and
compare both autocorrelation functions and
raw spectrums of the data for consistency
throughout time. This method also did not pro­
vide any evidence for nonstationarity in the
series.

The third method utilized for checking the
staionarity assumption was to segment the
series as in the method above and compute
autoregressive parameters for the series utiliz­
ing the BURG (1967) Maximum Entropy
Method algorithm. Results of this particular
test for a two parameter autoregressive model
test are given in Table 1. Although differences
in the parameter estimates between the first
half 1921-1954 and last half 1955-1987 of the
series for the three gages tested are noted, it
would appear that such differences are of minor
significance. This observation is based on the
fact tha t the first au toregressive parameter
estimate varies less than 10 percent and aver­
ages only 5 percent difference between the two
record hal ves.

As noted in the previous paragraph, the
water level time series for the lower lakes did
not show evidence for nonstationary after 1921
(the year in which major regulation of Lake
Superior was initiated) in any of the nonsta­
tionary tests. This analysis suggests that man's
intervention on the lakes has not seriously
altered the natural levels of the lower Great
Lakes at least in the period since 1921. It is on
the basis of this preliminary data checking that
a univariate model for lake level simulation is
based. As the series appears to be generally sta­
tionary, a constant parameter model will be
assumed sufficient for the generation of a fore­
cast model and hence for simulating future sce­
nerios of lake levels.

Period of Record

RESULTS

Two models for the lake level simulation were
used. The first model discussed is that of a
deseasonalizing filter as given by Eq. 4 followed
by the BURG (1967) Maximum Entropy Method
(MEM) algorithm utilizing the Akaike Infor­
mation Criterion (AlC) proposed by AKAlKE
(1974) for model order fitting of the final model
for each lake series. In the case of the BURG
(1967) MEM algorithm, the AIC criterion is
equivalent to AKAIKE (1972) Final Prediction
Error (FPE) and is therefore noted as such. The
reason for utilization of the BURG (1967) MEM
algori thm is based on the preanalysis of the
spectral shapes of the deseasonalized lake level
spectra which were investigated both here and
previously by LIU (1970) and are suggestive of
autoregressive (all pole) spectra. The low fre­
quency content of the signals also suggested
that low order models might be reasonable for
all series. This fact agreed with the FPE crite­
rion which had a minimum final prediction
error for model order two in all three] ake level
series investigated. An example of the FPE cri­
terion error versus the model order is given in
Figure 7 which shows a considerable reduction
in error for models beyond an AR(I) but implies
that the error reaches a broad plateau beyond a
second order model suggesting that any low
order model (two or more) might be used. In
view of the desirable aspect of parsimony, the
minimal FPE model order two was used for this
model. The final filter provided by this model is
a combination of Eq. 4 followed by Eq. 3 with
M(B) = 1.0. Residual testing of this model will
be investigated below.

A second model investigated was of the sea­
sonal multiplicative type as provided via a filter
consisting of a seasonal filter of the type in Eq.
2 with M:lB: l

) = 1.0 and one seasonal autore­
gressive parameter, followed by a stationary fil­
ter ofEq. 3 form with M(B) = 1.0 and two nor­
mal autoregressive parameters. In this case the
Eq. 3 filter was the BURG (1967) MEM algo­
rithm as in Modell. Residuals from this model
were also tested and will be discussed below.

A meaningful test of a model is provided by
comparing a portion of the time history of the
model with a predictive forecast during a future
period of the time series and comparing model
forecast with what really happened during the

1955-1987

1.414,-.422
1.149,--.167

1.319,-.395

1921-1954

1.430,-.440

1.264,-.295

1.399,-.431

5014

3063
2030

Gage Number
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Figure 7 Final prediction error for gage 5014 AR model.

same period of time. This approach to investi­
gating model validity was used for the three
lake series with the historical period of record
from 1921-1964. The period of forecast used was
from 1965-1967. It is noted from Figures 1- 3
that the year 1964 occurred during a period of
prolonged low water level on the lake and
appeared to be a turning point after which lake
levels began to get higher. Forecast series for
the three lakes for Model 1, the standardized
data model, based on the master gage level data
for the lakes are given in Figures 8-10. A fore­
cast series for the same time period utilizing
Model 2, a seasonal multiplicative model, is
gi ven in Figure 11. As can be seen in Figures 8­
11, both models show rising water levels as
noted in nature and appear to track the histor­
ical record within reason (i.e. realizing that the
noise in the series is filtered out). Modell
appears to provide a more reasonable approach
to fitting of the seasonal cycle as seen in the his­
torical record, although the overall level of the
series seems to be followed closely by Model 2
(shown for the case of gage 5014), The seasonal
cycle appears so prevalent within the data that
subjectively, at least, the standardized seasonal
reduction model appears to model nature more
realistically.

Residuals from both models were tested for
randomness and for probability distribution of
residual for future simulation purposes. The
original series were tested for normality and
found to be reasonably normal via previous
work (LID, 1970), and within the present test­
ing framework by a Kolmogrov-Smirnov test
(STEPHENS (1974»). The hypothesis of nor­
mality was not rejected with the Kolmogrov­
Smirnov test for any of the lake level series at
a five percent significance level. Based on this
result, a normal distribution was expected for
the residuals since a Gaussian process acted
upon by a linear filter returns a Gaussian pro­
cess. This fact was verified by a check of the
residuals from the two models. Residuals from
both models are not significantly different from
Gaussian noise as determined via the Kolmo­
grov-Smirnow test at a five percent significance
level. An example of the residual fit to a Gaus­
sian distribution is provided in Figure 12 where
the residuals from Modell with a two param­
eter fit to gage 5014 water levels is plotted on
normal probability paper.

For simulation purposes (and forecasting pur­
poses), it is most desirable that the model pro­
vide a transformation of the correlated series to
white noise. A final check on any model should

Journal of Coastal Research, Vol. 5, No.3, 1989
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investigate whether the residuals in fact com­
ply with a white noise assumption typically
assumed for simulation purposes. The autocor­
relation for the residuals from model 1 for the
second order autoregressive (MEM) model is
provided in Figure 13 along with confidence
limits for an assumption of white noise at a five

percent significance level. As can be seen in this
figure, the assumption that the residuals are
white noise is well justified. Another way of
testing this same assumption is via an inte­
grated periodogram. An integrated periodo­
gram of white noise follows closely to a straight
line on a frequency plot with the form I = af,
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Figure 13. Autocorrelation plot of residuals from gage 5014 .
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where "I" is a measure of the integrated spec­
tral energy and "f" is frequency. The constant
"a" depends on the units. Figure 14 is an exam­
ple of integrated periodogram for the residuals
from model 1 with a second order fit to the lake
level data of gage 5014. Kolmogrov- Sm i rriov
seventy-five and ninety-five percent confidence
bounds have been placed on the plot from which
it can be seen that the residuals from the model
do indeed fulfill the desired assumption of white
noise. Similar plots for gages 3063 and 2030 of
the residual autocorrelations and integrated
periodograms for both models discussed previ­
ously are not shown here but provide similar
conclusions i i.e., the residual series has been
reduced to white noise).

CONCLUSIONS

Two models have been developed for use in
simulating future scenerios of (monthly) aver­
age water levels to which random storms can be
superimposed for a full description of the water
level during an erosion event or a future sce­
nerio of erosion events. The models can be uti­
lized in conj unction with dynamic erosion
models (KRAUS and LARSON (1988)) and sim­
ulated storm sequences to determine erosion
event versus return period. The models devel-

oped have been shown to reasonably predict
into the future with the limited amount of in for­
mation present in the signal of the time series.
The models have reduced the correlated sea­
sonal fluctuation of water level to a white noise
(uncorrelated) series therefore showing that
the maximum amount of information within
the series has been extracted for utilization in
simulating future scenerios of water level aver­
ages.
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ZUSAMMENFASSlJNG fI
Eine Untersuchung durchschni tt.l icher monaUicher Scespicgcl vcrsctzt uris in die Lage ein Modell zu erate llen , in dem der vor­
hersagbare Anteil des Seespiege1signals von dem verbleibenden Hauschcn getrennt werden kann. Es werden versch icdcne cmpir
ische Modele vorgestellt und mit ei ncm Ted der h ist.or ische n Aufzeichnung, der nicht in die Parameterbildung des Mode lls e in­

geflossen ist , verglichen. Die Model lc, die fur cine Vorhcrsage bcnutzt wurden, gehen von e i nern festge legt.en sa isonalcn Zyklus
des Seespiegelverhaltens und e incrn Langzeit Pscu dozv k lus aus. der sci ncn Ursprung in einem "korrclaten Rauschen" hal. Die
Residiual-Analyse wird durchgefuhrt urn ci nc Anwendung der Modelle bei der Simulation zu crmogl ichon Die entwickelten

Modelle liefern zufriedenstellende Ergebnisse bci dcr Simulation von Szcnarios des La ngze i t.t.rends in den Seespiegelzyklen and

Pseudozyklen and konnen in Modellen zur Erosion der Ku st.en li n ie henu tzt werden. »-Ulrich. Radtke, Geograpliisches lstitut, Unin

ersitiit Dusseldorf, F.R.G.

, I RESUMEN n
Se ha realizado una investigaci6n sobre los ni vcls medics me nsua lcs para intentar sepa rar la parte predict.iva de la sna l del nive l

del lago del ruido aleatorio residual. Se ha prnpuesto varios modelos ernpi ricos lineales, que sc han comparado de una manera
predictiva con una porcion del registro hi storico no utilizada para ta cst imacion de los parametros del modelo. Los modelos que
se utilizan para 1a prcdiccicn y, par 10tanto, para la simu laciori, suponen un ciclo cstacional determinista, asi como un pseudocicln

de largo periodo de variacion del nivel del lago consistente en un ruido a loatorio correlado. Se realiza an anal isis residual para

hacer que los modelos puedan ut.il izarse para simul acion. S(' demuestra que los modelos desarrol lados provccn resultados sat.is­
factor rios para su uti lizacion en la simulaci6n de ciclos y pscudociclos de variaci6n del nivel del lago de largo pcriodo para su
aplicaci6n a modelos de erosion de la linea de costs.-Department of Water Sciences, University of Cantabria , Santander, Spain.

r RESUME r
A partir d'une investigation sur les rnoyermes mensue lles du nivcau du lac, propose de prccd irc la part des bruits residuals dans

Ie signal de niveau. Propose de nombreux modcles ernpi r iques linea ires qui, en vue de la prediction, sont compares a des mesures
reeles qui n'ont pas ete ut.il i sees dans l'est.irnat.ion des parametres du modele. Lcs rnodclcs utilises pour la prediction, et done la

simulation supposent un cycle sa isonn ier , tout come le pseudo-cycle a long term qui correspond a une correlation a lea t.oi re de
bruits. Une analyse rcsiducl le pcrmet d'util iscr Io modele cornrne unc simulation. Los mode lcs dcvcloppcs donncnt des rcsul tats
satisfasants pour la simulation de scenarios a plus long term de cycles et de pseudo-cycles de variation de nivcau , en vue de real iscr
des modeles d'erosion du rivage.-Catherine Bressolicr, Laboratoire de Geurnorphologie EPlJE, Montrouge, France.
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