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ABSTRACT


This report describes a numerical model called GENESIS (GENEralized model for Simulating Shoreline change), developed for calculating shoreline change as caused primarily by wave action. The model is based on the one-line theory, for which it is assumed that the beach profile remains unchanged, thereby allowing beach change to be described uniquely in terms of the shoreline position. As opposed to previous models based on the same concept, GENESIS is generalized in the sense that a simple user interface allows the system to be applied to a diverse variety of situations involving almost arbitrary numbers, locations, and combinations of groins, jetties, detached breakwaters, seawalls, and beach fills. Other features included in the system are wave shoaling, refraction, and diffraction; sand passing through and around groins, and sources and sinks of sand. An overview of the modeling system is presented, and comparisons to analytic solutions as well as prototype situations are presented to demonstrate the capabilities of the system.
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INTRODUCTION

The interaction between waves, bottom sediment (sand), and coastal structures is extremely complex, ranging from microscale physical phenomena, such as the movement of a particular sand grain, to macroscale phenomena such as the influence of the global mean sea level rise on beach change. Being intended mainly for engineering use, the analysis of GENESIS is restricted to the modeling of important physical processes to a predetermined level of sophistication. This level is mainly constrained by our limited knowledge of relevant physical processes involved and by the amount and quality of input data available in a typical prototype application.

GENESIS allows simulation of shoreline change occurring over a period of months to years, as caused primarily by wave action. The horizontal length scale varies from one up to tens of kilometers. The system is generalized in the sense that the model can be used to simulate shoreline change under a wide variety of user specified beach and coastal structure configurations. In addition, the input wave conditions can be entered from an arbitrary depth as a single value specified by the user involving simplified wave refraction calculation, assuming parallel bottom contours, or through interaction with a more rigorous wave refraction model allowing specification of an irregular bottom bathymetry.

Before the development of GENESIS, each application of a numerical shoreline model required extensive modification of an existing model and special refinements, as necessary, for the particular study. Considerable time was spent in altering the internal structure of the model, as well as on the data entry to arrive at a configuration which allowed easy modification in order to investigate design alternatives. With the experience gained in a variety of applications, the possibility became apparent of combining, in a general way, all major features of previous models into one shoreline modeling system. The remaining task would be to structure the system in such way that a general interface would allow the user to operate the model with minimum effort. In essence, the
user would interact only with the interface and not with the model system itself.

At present the model can be applied to simulate shoreline change including the effects of groins, jetties, detached breakwaters, seawalls, and beach fills. Almost arbitrary numbers, locations, and combinations of such structures can be represented and user-specified operations can be introduced almost arbitrarily in space and time. The model is economical to run and, therefore, simulations can be performed for wide spatial extents and long time intervals.

PREVIOUS WORK

The observation that the profile of a particular beach oscillates about an apparent constant shape over the long term led PELNARD-CONSIDERE (1956) to develop a mathematical model, now called the one-line model. GRIJNM (1961, 1965) used the one-line theory to derive analytic solutions for delta formations from rivers discharging sand. BAKKER and EDELMAN (1965) further investigated the possibilities of closed form solutions of river delta evolution, assuming a somewhat different sand transport equation to allow for an analytical approach. In BAKKER (1969), the one-line theory is extended to include two lines for describing the shoreline change: one line representing the shoreline and one representing an offshore contour. LE MEHAUTE and SOLDATE (1977) present several analytic solutions and discuss the underlying principles of the one-line and two-line theories. WALTON and CHIU (1979) give a brief review of analytic solutions, mainly concerning the dispersion of different beach fill configurations. LARSON et al. (1987) present a large number of analytic solutions, concerning shoreline evolution on natural beaches as well as on beaches protected by various kinds of coastal structures. HANSON and LARSON (1987) compares, through the analysis of simple examples, analytic and numerical solutions of shoreline evolution.

The one-line theory was first numerically implemented by PRICE et al. (1973), followed by many others. Only the most important studies will be mentioned here. REA and KOMAR (1975) present a technique for studying shoreline evolution for hooked beaches using a two-dimensional grid. HORIZIKAWA et al. (1977) discuss the effect of dredged holes on shoreline evolution. WILLIS (1977) applies the one-line model to prototype conditions, comparing the traditional CERC formula for calculating longshore sand transport with a new expression. Wave refraction over an irregular bottom is included. SASAKI and SAKURAMOTO (1978) report the verification of a one-line model using very precise field data. PERLIN (1979) simulates hypothetical case studies involving detached breakwaters. LE MEHAUTE and SOLDATE (1980) present an implicit numerical model and test it against field data. MIMURA et al. (1983) compare their computer simulations against high quality laboratory data.

As reflected in the previous paragraphs, numerous studies have been made with the one-line model to examine shoreline change in laboratory (physical) models as well as under prototype conditions. However, only KRAUS et al. (1985), KRAUS et al. (1988), and HANSON and KRAUS (1986b) present an attempt to use the model as an engineering tool for making shoreline change forecasts for a real beach. Based upon the results of these studies, recommendations for remedial measures were given.

The model presented by KRAUS and HARIKAI (1983), KRAUS et al. (1985), and HANSON and KRAUS (1986a, 1986b), developed specifically to simulate conditions at Oarai Beach, Japan, was reformulated in a generalized form, leading to the modeling system GENESIS, making the model applicable to an arbitrary open-coast beach.

Moreover, the equilibrium beach profile concept led to the development of the so-called "n-line" or "multi-line" model, in which cross-shore sand transport, and associated changes in the bottom profile, can be characterized to some extent, as well as the cross-shore distribution of the long-shore transport rate. This was first accomplished by treating two contour lines (BAKKER, 1969; BAKKER et al., 1971) in terms of analytic solutions and by HORIZIKAWA et al. (1979) by using a numerical model. A numerical model representing the bathymetry by an arbitrary number of lines was presented by PERLIN and DEAN (1979, 1983). However, multi-line models are much more costly to run, in terms of both required computer memory and execution time, as compared to a one line model. In addition, due to a lack of understanding of the physical phenomena involved, in particular of the cross-shore transport rate, for
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\[ \frac{\partial y}{\partial t} + \left( \frac{\partial Q}{\partial x} + q \right) / (D_B + D_c) = 0 \] (1)

where \( y \) is the shoreline position (m), \( x \) is the longshore coordinate (m), \( t \) is the time (s), \( D_B \) is the average berm height above the mean water level (m), \( D_c \) is the depth of closure (m), \( Q \) is the longshore sand transport rate (m\(^3\)/s), and \( q \) represents line sources and/or sinks along the coast (m\(^3\)/s/m shoreline) – positive for sources. In order to solve Equation (1), expressions for the three quantities \( D_c, Q \), and \( q \) must be formulated. The berm height, \( D_B \), is taken from the measured or assumed profile.

** Depths of Sand Transport and Profile Change**

For applications involving bypassing of sand at structures, knowledge of the depth to which sand is actively transported alongshore is required. This depth, assumed to be related to the incident wave conditions which vary with time, is here called the depth of longshore transport, \( D_{LT} \). Without cross-shore sand movement, the beach profile would change between this depth and the shoreline only, whereas other parts of the profile would not move. However, on real beaches cross-shore sand transport acts to smooth out the profile.

As previously mentioned, studies of beach change taking place over a long period of time (years) indicate that the profile varies out to the depth of closure, \( D_c \), associated with the wave climate over this long time period. Various values have been suggested for this depth (e.g., KRAUS and HARIKAI, 1983; WILLIS and PRICE, 1975; SUNAMURA and HORI­KAWA, 1977; WALTON and CHIU, 1979; HANDS, 1984). These are all of the same order as the formulation of HALLERMEIER (1983), giving the annual depth of closure as slightly more than twice the extreme annual significant wave height. In the light of these formulations, and keeping the potential errors involved in determining these relations in mind, GENESIS uses a simple relation for calculating the depth of closure as:

\[ D_c = 2 H_{\text{max}} \] (2)

where \( H_{\text{max}} \) is the maximum annual significant wave height (m) for the existing shore site. The value of \( H_{\text{max}} \) for a given shore site must be specified.

** LIMITATIONS AND ASSUMPTIONS**

The fundamental assumption of the one-line model is, that the bottom profile does not change in time. Important implications of this assumption are that only longshore sand transport can be taken into account and that the profile is always in equilibrium. The second major assumption of the model is that sand actively moves over the profile to a certain limiting depth, beyond which the bottom does not move. This depth is called the depth of closure, \( D_c \).

As explained in more detail below, for the wave and sand transport calculations in GENESIS, the bottom profile is assumed to follow the shape of the equilibrium beach profile (BRUUN, 1954; DEAN, 1977). One implication of this is that the depth increases monotonically. Thus, a particular point on the beach profile can be determined uniquely from the water depth, and a location at a greater water depth is always seaward of one at a lesser depth.

** MASS CONSERVATION**

Following the assumption that the bottom profile moves in parallel to itself to the depth of closure, continuity of sand for an infinitely small length, \( dx \), of shoreline can be formulated as (Figure 1):
by the user when operating GENESIS. It is also assumed that the dry portion of the beach profile, from the shoreline to the berm crest, moves with the wet part of the profile while maintaining its shape. The berm crest height, \( D_b \), is specified by the user in the input file.

To the author’s knowledge, no reliable quantitative relation between the instantaneous wave climate and the depth of longshore transport has been reported in the literature. However, as the relation presented by HALLEMEIER (1983) appears to be very well justified by data, this relation is assumed to be valid also on a short term basis (hours). This makes possible the formulation of such a quantitative expression for the depth of longshore sand movement according to:

\[
D_{LT} = 2.3 H_s - 10.9 \frac{H_s^2}{L} \tag{3}
\]

where \( H_s \) is the significant wave height (m) and \( L \) is the wave length (m), both calculated in deep water. The second term in this equation is typically one order of magnitude smaller than the first; the depth of longshore transport is thus approximately twice the significant wave height in deep water. Thus, we can conclude that the longshore transport takes place well beyond the breaker line.

As a conclusion, although the longshore transport is assumed to be confined to a limited portion of the active beach profile, from the shoreline to the depth of longshore transport, the on-offshore water particle velocity under waves, and mean wave-induced and tidal cross-shore currents as well as eolian transport on the dry beach cause the beach profile to move, while its shape remains relatively unchanged from the berm crest to the depth of closure (c.f. Figure 1).

From the above discussion, it is seen that whereas the depth of longshore sand transport, \( D_{LT} \), associated with the instantaneous longshore sand movement, determines the amount of sand bypassing groins, the calculated shoreline change is related to the depth of closure, \( D_c \), which includes a variety of physical phenomena and is evaluated over a longer period of time.

**Longshore Sand Transport**

As emphasized by KRAUS et al. (1981) and KRAUS and HARIKAI (1983) a realistic simulation of shoreline evolution, especially in the diffraction shadow zone near structures, is greatly promoted by taking the longshore gradient of breaking wave heights into account. For this reason, in GENESIS, the longshore sand transport volume rate, \( Q \), is calculated as

\[
Q = (H_s^2 C_g) \sin 2 \alpha_{bs} - (a_2 \cos \alpha_{bs} \frac{\partial H}{\partial x})_b \tag{4}
\]

where \( C_g \) is the wave group velocity (m/s), \( \alpha_{bs} \) is the angle of wave crests to the shoreline, the subscript \( b \) denotes the breaking condition, and the non-dimensional parameters \( a_1 \) and \( a_2 \) are given by:

\[
a_1 = \frac{K_1}{16 (\rho_s/\rho - 1) (1 - p) 1.416^{a_2}} \tag{5}
\]

\[
a_2 = \frac{K_2}{8 (\rho_s/\rho - 1) (1 - p) \tan \beta 1.416^{a_2}} \tag{6}
\]

where \( K_1 \) and \( K_2 \) are calibration parameters, \( \rho_s \) and \( \rho \) are the densities of the sediment (quartz sand) and water (kg/m³), \( p \) is the sediment porosity, and \( \tan \beta \) is the average bottom slope from the shoreline to the depth of longshore transport, \( D_{LT} \). The factor 1.416 is used to convert from significant to RMS wave height.

The first term in Equation (4) expresses the longshore transport rate due to obliquely incident waves, and is commonly known as the CERC-formula (SPM, 1984). The second term, introduced by OZASA and BRAMPTON (1980), accounts for the longshore sand transport rate caused by the longshore variation in breaking wave height. The calibration parameters \( K_1 \) and \( K_2 \) determine not only the relative strength between the two terms, but also the time scale in the model.

**Bypassing at Groins**

A thorough analysis of sand being transported by waves around groins would have to include the cross-shore distribution of the longshore sand transport rate, as well as the two-dimensional horizontal pattern of sand transport. However, up to date, there is no such reliable predictive expression that has been verified for prototype conditions. Under these circumstances, the simplest assumption producing reasonable results was adopted.

Thus, in GENESIS, the longshore sand transport rate is assumed to have a uniform cross-
shore distribution. Although simple, it has been shown to work well. Moreover, recent field measurements of the sand transport, made by US Army, Coastal Engineering Research Center, supports the chosen approach (KRAUS and DEAN, 1987).

Bypassing around a groin is assumed to take place when the depth at the groin tip, \(D_a\), is smaller than the depth of longshore transport, \(D_{LT}\). Having determined the shape of the bottom profile the depth \(D_a\) is uniquely determined from the distance between the groin tip and the shoreline location. However, as groins are always located on the boundary between two calculation cells, this depth is not unique. In GENESIS, the conditions on the up-drift side are used.

The bypassed amount of sand is determined in terms of a bypassing factor \(BYP (0 \leq BYP \leq 1)\), denoting the fraction passing by the groin out of the up-drift transport rate, and calculated as:

\[
BYP = 1 - \frac{D_a}{D_{LT}}
\]  

When the water depth at the tip of the groin is greater than the depth of longshore transport, \(BYP\) is set to zero. As \(BYP\) depends on the distance to the shoreline, its value will change each time step.

It is recognized that the procedure of calculating groin bypassing is arbitrary and difficult to verify. Our understanding of the highly complex interaction between groins and sandy beaches is very poor. Still, through simulations of hypothetic as well as real beaches, it has been found that the groin bypassing algorithm produces reasonable results.

Angled Groin

Groins built normal to the shoreline often suffer from significant shoreline fluctuations adjacent to the groin. In order to diminish this effect, groins are often oriented in the direction of the predominant incident waves. As breakwaters and jetties are designed on the basis of other criteria, they also appear with an angle to the shore-normal direction. GENESIS was originally developed for simulating conditions at Oarai Beach, Japan. Here, the shoreline evolution is, to a large degree, controlled by a large angled breakwater. For this reason, the capability of simulating an angled groin/breakwater was included in GENESIS following the technique presented in PERLIN (1978).

Cross-Shore Transport

GENESIS, as a one-line model, cannot describe shoreline change produced by cross-shore transport as caused, e.g., by a change in wave steepness. However, cross-shore transport can be simulated in a schematic way, in terms of non-wave induced sources and/or sinks along the coast (e.g., discharge from rivers, shoaling of harbors, removal of sediment by mining, etc.).

Bottom Profile

The continuity equation (Equation 1) does not require specification of the shape of the bottom profile, since it was derived under the assumption that the profile moves in parallel to itself. However, in order to calculate the average nearshore bottom slope, \(\tan \beta\), to be used in the transport equation (Equation 4), as well as for determining the location of the breaking waves, a shape of the profile is needed.

According to BRUUN (1954) and DEAN (1977), the shape of the bottom profile can be expressed as:

\[
D = A y^{2/3}
\]

where \(D\) is the water depth (m), \(A\) is a scaling parameter (m\(^{1/3}\)), and \(y\) is the distance from the shoreline (m). MOORE (1982) has given an empirically determined curve for \(A\) as a function of grain size. Defining \(\tan \beta\), appearing in the second term in Equation 4, as the average bottom slope from the shoreline out to the depth of longshore sand movement, \(D_{LT}\), leads to:

\[
\tan \beta = \left[\frac{A^3}{D_{LT}}\right]^{1/2}
\]
this assumption may produce either numerical instability or unrealistic wave refraction. Therefore, GENESIS is calculating an offshore contour, representing the trend of all bottom contours. The curvature of this line is obtained by smoothing the shoreline to reflect the major features in the shoreline, but to filter out possible abrupt variations. Local wave refraction in GENESIS is performed using the orientation of this line.

Wave Diffraction Behind Structures

For monochromatic wave analyses, such as theoretical or laboratory studies, the diffraction coefficient is mostly calculated using the Sommerfeldt solution for the diffraction of light (WIEGEL, 1964, Chapter 8). However, as demonstrated by GODA et al. (1979), the directional spreading of real wind-generated waves results in a higher diffraction coefficient than predicted by monochromatic wave diffraction theory. Being developed primarily to reproduce prototype conditions, GENESIS therefore uses the simplified diffraction calculation procedure for waves with directional spread presented by GODA et al. (1979) and GODA (1984) to represent diffraction at structures such as detached breakwaters and jetties.

The degree of directional spread in a wave field is represented by a wave concentration parameter denoted by $S_{\text{max}}$. With $S_{\text{max}}$ determined at the tip of the diffracting structure (for details see GODA et al., 1979 or HANSON, 1987), the diffraction coefficient, $K_D$, along a line making the angle $\theta$ to the incident wave direction at the tip can be obtained from Figure 3. These are produced using the closed form approximation given in KRAUS (1981) for the original energy cumulative curves in GODA (1984). The area where the angle is negative is called the shadow region, taking the diffraction of light as an analogy. Consequently, the area where the angle is positive is called the illuminated region.

In field applications, the method described in this section, does not only provide a better description of prototype wave diffraction as compared with monochromatic diffraction theory. It is also computationally much faster. The quantity $S_{\text{max}}$ is only calculated once for each diffraction source and time step. Then $K_D$ is given at each location alongshore using closed form approximations for the curves in Figure 3. In monochromatic wave theory, the Fresnel integrals have to be evaluated at each calculation point.

In applications involving harbor design, the more rigorous procedure also presented in GODA et al. (1979) and GODA (1984) is rec-
ommended, but not reviewed here. For numerical modeling of monochromatic laboratory waves, the Sommerfeldt solution is more appropriate.

**Wave Breaking**

According to Equation (4), the longshore sand transport rate is controlled by the wave characteristics at the breaking point. In GENESIS, the standard depth-controlled spilling breaker criterion is used:

\[
H_s = 0.78 D_b
\]  

(10)

**Combined Refraction/Diffraction**

The success of a rigorous calculation of the combined refraction/diffraction of waves behind structures is largely limited by the lack of precise knowledge of the wave breaking phenomena and the two-dimensionality of the problem. Also, from a computer run time point of view, the procedure for calculating the wave height and angle behind a structure should be as simple as possible. Still, from an engineering standpoint, the calculated results must show reasonable agreement with observed prototype data.

In GENESIS, although regarded as being simultaneous, the two physical phenomena, wave refraction and diffraction, are treated separately. Outside a region influenced by diffraction, the wave height is given by:

\[
H = H_r K_D(\alpha_r, D_r, D) K_s(D) / K_s(D_r)
\]

(11)

where \(H_r\) is the wave height at the input (reference) depth \(D_r\), \(K_D\) is the refraction coefficient, \(\alpha_r\) is the wave angle at the reference depth, \(K_s\) is the shoaling coefficient, \(D\) is the local water depth given by Equation (6). The ratio \(H_r / K_s(D_r)\) represents the wave height in deep water if the wave is not refracted (usually denoted by \(H_\infty\)). The wave height, \(H\), is then compared with the possible breaking wave height at the particular depth. If breaking conditions are not reached, the calculation moves to a point closer to shore, until the breaking criterion is satisfied.

In a shadow region, the wave height is given by:

\[
H = H_{ tp} K_D(\theta) K_s(\alpha_{ tp}, D_{ tp}, D) K_s(D) / K_s(D_{ tp})
\]

(12)

where \(K_D\) is the diffraction coefficient, \(\theta\) is the geometric angle for a line from the diffracting tip to the point considered, measured relative to the wave direction at the diffracting tip (Figure

*Figure 3. Wave diffraction curves.*
Wave Energy Windows

A central concept used in GENESIS, and one which determines the algorithmic structure of the model, is that of wave energy windows. This concept is simple, but provides a powerful and general means to describe a variety of structural configurations and physical conditions. An energy window is defined as an area open to the incident waves. Windows are separated by structures, such as a detached breakwater or a diffracting groin. Incident wave energy must enter through one of these windows to reach a location in the nearshore area (Figure 4).

Multiple Diffraction

For each energy window, the diffraction coefficients for the two tips are calculated and denoted \( K_{D1} \) and \( K_{D2} \), respectively. If a window is open to one side, the corresponding diffraction coefficient is set to 1.0. The effective diffraction coefficient, taking both diffracting tips into account, is calculated as (Figure 5):

\[
K_{D12} = K_{D1} K_{D2}
\]

SENSITIVITY ANALYSIS

Effect of Input Errors

The measurement of prototype wave characteristics (height, period, and direction) is a difficult task. When using such data as input to a numerical (or any other type of) model, it is therefore important to be aware of the potential uncertainties involved in the determination of these wave data, as well as the effects any errors might have on the model predictions. In this section, a simple sensitivity analysis is made, as an attempt to obtain a quantitative measure of the effects of small errors in the breaking wave height and angle. The change in the calculated value of the longshore sand transport rate, \( Q \), is used as the sensitivity criteria, as this is the primary variable of importance for the shoreline change. The analysis is carried out to the first order, which is accurate within 1 to 2 percent. Assuming shallow water at the location of wave breaking, the wave group velocity, \( C_{gb} \), can be approximated:

\[
C_{gb} = C_b = \sqrt{g} D_b = \sqrt{g} H_b \gamma
\]

where \( C_b \) is the breaking wave celerity (m/s), \( \gamma \) is the breaker index \( (= H_b / D_b \text{, c.f. Equation 10, } \gamma = 0.78) \), and \( g \) is the acceleration of gravity \( (m/s^2) \). This relation inserted into Equation (4) with \( a_z = 0 \) and using \( a \) as short for \( a_{\text{tot}} \), yields:

\[
Q = Q(H, a) = (H^{a_2} \sin 2\alpha) \frac{\sqrt{g}}{a_1}
\]

The relative error in \( Q \) due to an error \( dH \) in the breaking wave height can be determined as, approximated to the first order in a Taylor series (omitting the subscript b for breaking):

\[
\frac{Q(H \pm dH, a)}{Q(H, a)} = 1 \pm \frac{5}{2} \frac{dH}{H^{a_2}}
\]
A similar analysis for a wave angle error $da$ gives:

$$\frac{Q(H, \alpha \pm da)}{Q(H, \alpha)} = \frac{\sin(2\alpha \pm 2da)}{\sin(2\alpha)} = 1 \pm \frac{2da}{\alpha}$$

Consequently, if the two errors appear simultaneously, the relative error in $Q$ would be:

$$\frac{Q(H \pm dH, \alpha \pm da)}{Q(H, \alpha)} \approx \left(1 \pm \frac{5dH}{2H}\right) \left(1 \pm \frac{2da}{\alpha}\right)$$

$$= 1 \pm \frac{5}{2} \frac{dH}{H} \pm \frac{2}{\alpha} \frac{da}{\alpha} \pm \frac{5}{H} \frac{dH da}{\alpha}$$

Assuming the errors $dH$ and $da$ to be 10% each, which is considered to be a low number, the relative errors in $Q$ would be 25%, 20%, and 50% (!) for the three respective cases. Thus, it is seen that even with small errors in the determination of breaking wave heights and angles result in significant errors in the longshore sand transport rate. Viewing Equation (1), it is seen that deviations of the same order will appear in the shoreline change calculation. With this in mind, it is reasonable to obtain variations in the calibration parameters by a factor of 2 or more from one site application to another.

Accuracy and Efficiency of Solution Schemes

The numerical scheme in GENESIS can be solved either with an explicit or an implicit solution technique. In the explicit scheme the new shoreline position depends only on values calculated at a previous time level, while in the implicit scheme values on the old as well as on the new time level is used. The main advantages of the explicit scheme are easy programming and simple expression of boundary conditions. A major disadvantage is, however, the stability of the solution, expressed by a ratio between the time step and the finite grid length alongshore. This stability ratio, expressed by a parameter $R_s$, imposes a severe constraint on the longest possible time step for given values on model constants and parameters. The main advantage of the implicit scheme is that it is stable for almost any value of the stability parameter, although the computed results become increasingly inaccurate with larger stability ratios.

In order to compare the relative accuracy and efficiency of the two solution schemes used in GENESIS, the shoreline evolution in a hypothetical pocket beach was simulated. The accuracy is determined in terms of the calculated shoreline position and the efficiency in terms of the execution time. Although the obtained results are necessarily site-specific, previous similar analyses (KRAUS and HARIKAI, 1983) support the results quantitatively.

The curved pocket beach is 2 km long and bounded by two headlands which contain the sand transport (Figure 6). A seawall is located 4 meters behind the initial shoreline. The waves arrive from the right side of the Figure for 126 hours, resulting in the shoreline planform shown in Figure 6b. As expected, the sand is moved towards the left headland. The shoreline change, that would have occurred without the presence of the seawall, is represented by a dashed line. The wave height increased linearly.
from 2.5 meters at the right headland to 3 meters at the left headland. The wave period was 8 seconds.

In the comparisons presented in Table 1, the time step, DT, was varied. The calculation run made the explicit solution scheme with DT = 6 hours (Rs = 0.51), was used as reference, ∆y.

In applications using the explicit solution scheme it is found that for Rs values greater than about 0.5 the scheme becomes unstable. The calculated shoreline changes adjacent to and 500 m from the right headland were used for comparison. As seen in Table 1, the explicit scheme is computationally faster than the implicit scheme using the same time increment, DT. On the other hand, the implicit scheme can take larger time steps while preserving reasonable accuracy.

Viewing the values for the accuracy of the implicit scheme in Table 1, we can conclude that running the implicit calculation scheme with a time step four times longer than the longest possible time step for the explicit scheme, the total execution time was reduced to about 2/3 of that of the explicit scheme. Still, the difference between the results for the explicit and implicit schemes, (∆y - ∆y)/∆y, was less than 1 per cent. Using values on Rs of about 0.5 and 5.0 in the explicit and implicit schemes respectively, the implicit scheme is up to about three times faster and therefore the method normally used in the calculations. For a simulation not involving a seawall, the runtime comparison above would be even more to the advantage of the implicit scheme.

Effect of Discretization in Space and Time

The size, DX, of the calculation cells is determined on the basis of a compromise between computer run-time/memory/cost and space resolution. The time step, DT, is determined in a similar way. In addition, a desire to update the waves with a certain periodicity, as well as limited information about the waves will affect the choice of DT.

Besides these considerations, for any type of numerical model, we have to make sure that the calculated results are grid and time step independent. In order to investigate the sensitivity of the model output to the size of the discrete steps in space and time, a series of calculations were performed. In all cases, the stability parameter Rs was held constant and low (= 0.26) in order to avoid the effect of stability errors. The calculation time in each simulation was 480 hr. Other parameters were varied according to Figure 7.

In all runs, the breaking wave height and angle were held constant, at 0.7 m and -15 degrees respectively. The result of the calculations is shown in Figure 7. As a comparison, the analytic solution for the same case is presented in the Figure. Case No. 3 represent typical values of DX and DT for field applications.

As seen the differences are very small even for extremely large steps, indicating a negligible grid and time step dependence. The difference between case 1 and the analytic solution (A) is due to the violation of the small angle assumption in the analytic solution.

Figure 6. Hypothetical example of shoreline change along a curved pocket beach backed by a seawall. (From HANSON and KRAUS, 1986a)
Table 1. Stability and accuracy of explicit and implicit solution schemes. (From Hanson and Kraus 1986a)

<table>
<thead>
<tr>
<th>Δt (hr)</th>
<th>Stability parameter $R_s$</th>
<th>Relative execution time</th>
<th>$\frac{\Delta Y - \Delta Y_r}{\Delta Y_r} %$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit scheme $i=1$</td>
<td>$i=10$</td>
<td>1</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.17</td>
<td>2.72</td>
<td>-0.5</td>
</tr>
<tr>
<td>4</td>
<td>0.34</td>
<td>1.43</td>
<td>-0.2</td>
</tr>
<tr>
<td>6</td>
<td>0.51</td>
<td>1.00</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>0.67</td>
<td>unstable</td>
<td></td>
</tr>
<tr>
<td>Implicit scheme $i=1$</td>
<td>$i=10$</td>
<td>6</td>
<td>0.51</td>
</tr>
<tr>
<td>12</td>
<td>1.01</td>
<td>1.19</td>
<td>-0.2</td>
</tr>
<tr>
<td>24</td>
<td>2.02</td>
<td>0.67</td>
<td>-0.7</td>
</tr>
<tr>
<td>60</td>
<td>5.05</td>
<td>0.35</td>
<td>13.4</td>
</tr>
<tr>
<td>120</td>
<td>10.11</td>
<td>0.24</td>
<td>22.1</td>
</tr>
</tbody>
</table>

Effect of Wave Sequence

Even if the statistical properties of the future wave climate are determined (which is a difficult task in itself), the exact sequence of future events can not be known. Still, as shown by LE MEHAUTE et al. (1983), the calculated shoreline position is sensitive to the order of wave angle sequence, especially for open beaches not affected by diffraction structures. Therefore when forecasting shoreline evolution for real beaches, the future shoreline configurations cannot be presented individually. Instead, it is more appropriate to generate a band of shorelines, using waves with different sequences, within which the "true" shoreline can be expected to lie.

In order to investigate the influence of wave angle sequence on GENESIS, the shoreline evolution near a groin was analyzed. For this reason, a set of 320 wave triplets (wave height, period, and direction) was produced. The same set was used to produce all shorelines shown in Figure 8. Only the relative order of the triplets was varied. Thus, the total wave energy flux was held constant. In all runs, the breaking wave height was held constant (1.4 m), while the breaker angle was varied. The total simulation time was 480 hr.

As an attempt to examine the maximum impact of resequencing, two unrealistic, ordered wave sequences were examined. In the first set, the wave angle increased linearly from -15 to 15 degrees, and in the second the angle decreased linearly between the two limits. The calculated shorelines are displayed as line 1 and 2 in Figure 8.

As seen, the two sets of waves result in fun-

Figure 7. Influence of grid size and time step on the calculated accumulation up-drift of a groin.
Figure 8. Influence of wave angle sequence on shoreline change near a groin.

Fundamentally different shorelines. In addition, a large number of shorelines were simulated, using wave sets obtained using a Monte Carlo simulation technique to resequence the original data set. Four of these are shown as lines 3 to 6 in Figure 8. The shoreline changes for these simulations were rather small as expected, as the angle varies randomly around its mean value ($\alpha = 0$).

The analysis can be extended to include also variations in wave height. In the simulations shown in Figure 9, the breaking wave angle was held constant ($\alpha = -15$ degrees). The breaking wave height varied between 0 and 1.4 meters, thus with the same average height as in the previous case. Figure 9 shows small differences between the two extreme sequences with the wave height increasing (line 1) and decreasing (line 2) linearly between the two limits. This is consistent with the observation made by LE MEHAUTE et al. (1983). As clearly demonstrated by line 3, the average situation cannot be represented by the average wave height. In this simulation the total energy flux is less than for the other curves, explaining the position of the beach well behind the others. If, instead, a constant wave height corresponding to the mean wave energy flux is used, a shoreline (line 4) falling between the two extremes is produced. A number of Monte Carlo simulations were also made, but since they all fell on top of lines 1, 2 and 4, they were not included in Figure 9.

As a conclusion, shoreline evolution is extremely sensitive to wave angle sequence, whereas for the wave height, an energy flux weighted mean can be used, provided that the wave height is fairly independent of wave direction.

**Groin Permeability**

Real groins often, intentionally or not, allow sand to pass through. In GENESIS, the groin sand permeability, defined as the fraction passing through the groin out of the upstream sand transport rate is specified for each groin. However, it is recognized that the permeability is difficult to quantify. Therefore, it is important to investigate the sensitivity of GENESIS to variations in the value of this parameter. For this reason, a series of simulations were made, illustrating the influence of groin permeability on the sand accumulation up-drift of a groin exposed to 0.7 m breaking waves with an angle...
Fig. 9. Influence of wave height sequence on shoreline change near a groin.

Figure 9. Influence of wave height sequence on shoreline change near a groin.

of −15 degrees to the x-axis for 480 hours (see Figure 10).

If the longshore sand transport would be independent of the shoreline orientation, $\partial y/\partial x$, the difference in shoreline location, close to the groin, would be proportional to the difference in

Fig. 10. Influence of groin permeability on shoreline change near a groin.

Figure 10. Influence of groin permeability on shoreline change near a groin.
permeability. As, in one-line models, such a
dependence exists, the decrease in sand accu-
cumulation caused by the permeability is partly
compensated by the reduced speed at which the
sand transport rate decreases up-drift of the
groin. This is confirmed in Figure 10 were the
differences between the runs are very small. If
diffraction was not taken into account, the
eroded shoreline down-drift of the groin would
be antisymmetric to that on the up-drift side.

A precise determination of the groin perme­
ability is not possible to make. Fortunately, we
can conclude, that GENESIS is rather insensi­
tive to changes in this value.

Sand Grain Size

The sand grain size enters GENESIS through
the equilibrium beach profile. A finer sand
material results in a more gentle beach profile
slope, causing the waves to break further off­
shore. However, in GENESIS the breaking
wave height is not affected, in areas not influ­
enced by diffraction. The average beach slope, 
tanβ, appears in the second term in the trans­
port equation. Thus, a steeper beach decreases
the influence of this term.

Inside a diffraction zone, the breaking wave
height and angle are strongly affected, since
these parameters depend on the breaking loca­
tion. The general implication of this is that a
coarser sand material results in smaller shore­
line changes. On the down-drift side of a groin,
a coarser sand material will cause the waves to
break closer to shore, deeper into the shadow
region. The breaking wave heights and angles
will be smaller, resulting in less erosion close
to the groin. In addition, the wave height gra­
dient, ∂H/∂x, will increase close to the groin,
again resulting in less erosion.

A fundamentally different situation is dis­
played in Figure 11, showing the shoreline
change behind a detached breakwater exposed
to 1.4 m breaking waves, with a period of 5 sec
and perpendicular to the initial straight shore­
line. The simulation time was 50 hr. The break­
water is 200 m long a placed 200 m from the
initial shoreline. The influence of grain size is
similar to that in the groin case. A finer bed
material cause the waves to break further off­
shore. As a result, the breaking wave heights
will be smaller and the direction will be point­
ing more into the shadow zone. Thus, both
terms in Equation (4), through αba and ∂H/∂x,
will attract more sand into the shadow zone
behind the breakwater, resulting in larger sali­
ents.

Although the impact of sand grain size can be
determined qualitatively, a quantitative meas­
ure is not possible to give. In the case of a
detached breakwater, as discussed above, the
effect depends on physical parameters such as
wave period, length of the breakwater and its
distance from the shore, but also on the values
of the model calibration parameters, K1 and K2,
for the case above set arbitrarily to 0.5 and 0.3
respectively.

For real beaches, the choice of a representa­
tive sand grain size have to rest on engineering
judgement. For many beaches, significant var­
iations appear both in the alongshore and in the
cross-shore distribution, the latter usually
being the greater. BASCOM (1951) shows, on
the basis of data on the US Pacific Ocean coasts,
that the cross-shore sand grain size varies with
a factor of about 2 in the nearshore area.

Berm Height and Depth of Closure

As seen from Equation 1, the shoreline
change is inversely proportional to the sum of
Db and Dc. Whereas the depth of closure is
determined by the maximum significant wave
height, the berm height has to be specified by
the user. For many real beaches it can be dif­
ficult to give a representative value of the berm
height. As a result, the user specified average
berm height value, will exceed the real height
on some parts of the beach and be below on oth­
ers. A user of the model therefore needs to know
the sensitivity of the model to variations in
these two parameters, and qualitatively how an
over- and under-estimation, respectively, may
change the simulated shoreline change along a
beach.

Four runs of evenly spaced values of 1/(Db
+ Dc) were made. The beach was exposed to 0.7 m
waves with an angle of −15 degrees to the x­
axis. The simulation time was 480 hrs. As dem­
onstrated in Figure 12, the simulations show
the same qualitative features as the groin
permeability simulations above. Again, the cor­
relation between shoreline orientation and sand transport rate explains the relative small
sensitivity of GENESIS to changes in the input
parameters. Whereas the depth of closure,
Figure 11. Influence of sand grain size on shoreline change behind a detached breakwater.

Figure 12. Influence of berm height and depth of closure on shoreline change near groin.
between the first and the last runs was increased by a factor of 4, the calculated shoreline change only decreased to about 50 per cent.

**MODEL STRUCTURE**

GENESIS can be thought of as consisting of two models—a wave model calculating the breaking wave characteristics alongshore and a transport model calculating the longshore sand transport and the associated shoreline change. The wave model in GENESIS was developed to describe a wave field dominated by diffraction by structures. As such it is based on the assumption of plane and parallel bottom contours. However, for open-coast calculations without diffractions it may be desirable to use a more sophisticated wave model for bringing the waves from deep to shallow water over an irregular bottom topography. At present, GENESIS is set up to communicate with a regional linear wave transformation model, RCPWAVE (EBERSOLE, 1985; EBERSOLE et al., 1985), giving the pre-breaking wave conditions. Subroutines in the wave model part of GENESIS then bring the nearshore waves to the breaking point (for details, see HANSON, 1987).

A numerical model of shoreline change can be a very powerful tool for predicting shoreline change under complex design and wave conditions. However, it is of great importance for the user to correctly operate the model and to interpret the results appropriately. The user must be aware of all the underlying assumptions and simplifications, as well as the general characteristics of the model. It is therefore strongly recommended that the user of the model should operate it for various simple conditions, to see how the model performs, before applying it to a prototype case. Accordingly, considerable effort was devoted to simplify the input interface of GENESIS and to structure the program logically and lucid. The main structure of GENESIS is shown in Figure 13 in which names of subroutines are enclosed by solid lines and names of data files by dashed lines. GENESIS is operated through interaction with data files, developed to allow representation of a large number and variety of coastal structure and shoreline configurations.

In order to give a picture of the overall structure of GENESIS, a brief presentation of the subroutines is presented below. The subroutines are listed in order of their use. The principal functions of the individual subroutines are described in more detail in HANSON (1987).

- **SHOIN**: Reads the initial shoreline position.
- **SWLIN**: Reads the seawall position.
- **DEPIN**: Reads the depths along the shoreline.
- **WAVIN**: Reads the wave climate.
- **OFFIN**: Calculates an offshore contour used for wave refraction.
- **BFILL**: Keeps track of and performs beach fill operations as necessary.
- **SNELL**: Refracts the waves.
- **FINDBR**: Calculates breaking wave characteristics.
- **WAVSTA**: Calculates wave and sand transport statistics.
- **SPARAM**: Determines conditions controlling wave diffraction at tips of structures.
- **KDGODA**: Calculates wave diffraction.
- **ZBREAK**: Refracts waves inside the diffraction zones.
- **STABIL**: Computes the value of the stability parameter $R_s$.
- **TRANSE**: Explicit calculation of the longshore sand transport rate.
- **TRANSI**: Implicit calculation of the longshore sand transport rate.
- **BYPASS**: Computes sand bypassing at groins.
- **YSEXP**: Explicit formulation of the constraint imposed on the shoreline by the presence of seawalls.
- **YSIMP**: Implicit formulation of the constraint imposed on the shoreline by the presence of seawalls.

First, the breaking wave heights and directions are calculated along the coast, omitting diffraction as if the structures were not there. Then, the structures are introduced, treating each wave energy window separately. When the diffracted breaking wave heights and directions are determined, the associated longshore sand transport rates are calculated. This procedure is repeated for each of the energy windows.
Then, the transport rates are added to obtain the total rate as produced by all energy windows for each calculation element along the beach. Finally, the resulting shoreline changes are determined and, if necessary, corrected according to the seawall constraint. Details on the effects of seawalls are given in HANSON and KRAUS (1985; 1986a).

**COMPARISON WITH ANALYTIC SOLUTIONS**

Analytic solutions originating from mathematical models which describe the basic physics involved to a satisfactory level of accuracy, are often valuable for investigating the properties of physical phenomena. Essential features of shoreline change in response to coastal structures or coastal engineering activities, such as beach nourishment, can easier be isolated to give qualitative insights in analytic models than in complex numerical or laboratory models. Another useful property of analytic solutions is their capability to determine equilibrium conditions from asymptotic solutions. However, it is important to be aware of the limitations of analytic solutions and the errors introduced by violating these limitations. Closed-form mathematical models cannot be expected to provide quantitatively accurate
As Equation (22) is analogous to the one-dimensional heat diffusion equation, it can be solved analytically for many initial and boundary conditions. The coefficient, \( \epsilon \), can be interpreted as a diffusion coefficient expressing the time scale of shoreline change following a disturbance (wave action). A high value of the amplitude of the sand transport rate results in a rapid shoreline response, whereas a larger depth of closure, meaning that the longshore transport will be distributed over a larger portion of the beach profile, leads to a slower shoreline response.

Although several authors have presented analytic solutions for certain simplified conditions as discussed above, very little attention has been directed towards the comparison between analytic and numerical solutions and the limits within which they are valid. This section examines shoreline evolution for simple configurations as predicted using one analytical solution (A) and two different numerical formulations (N1 and N2).

In order to be able to solve the basic equations analytically it is necessary to set \( \alpha_x = 0 \) in Equation (4). Then, the longshore transport rate can be expressed in the following general way:

\[
Q = Q_0 \sin (2 \alpha_m) \tag{19}
\]

where \( Q_0 \) is the amplitude of the longshore sand transport rate, in the numerical model thus calculated as (for explanation of notation, see Eq. 6)

\[
Q_0 = (H^2 \epsilon)_b K_1 / (16(p/p - 1)(1 - p) 1.416^{0.5}) \tag{20}
\]

Analytic Solution Technique (A)

For beaches with mild slopes, it can safely be assumed that the breaking wave angle to the shoreline is small. If also the shoreline angle to the x-axis, being oriented along the main trend of the shoreline, is assumed to be small, Equations (19) and (4) can be approximated to the first order in a Taylor series:

\[
Q = Q_0 \left( 2 \alpha_b - 2 \frac{\partial y}{\partial x} \right) \tag{21}
\]

If, in addition, the amplitude of the longshore sand transport rate, as well as the breaking wave angle, are assumed to be independent of x and t, and that any contributions from sources and sinks are assumed to be negligible (q \( \approx 0 \)), Equations (1) and (21) can, as previously shown, be formulated as:

\[
\frac{\partial y}{\partial t} = \epsilon \frac{\partial^2 y}{\partial x^2} \tag{22}
\]

\[
\epsilon = 2 \frac{Q_0}{D_n + D_c} \tag{23}
\]

As Equation (22) is analogous to the one-dimensional heat diffusion equation, it can be solved analytically for many initial and boundary conditions. The coefficient, \( \epsilon \), can be interpreted as a diffusion coefficient expressing the time scale of shoreline change following a disturbance (wave action). A high value of the amplitude of the sand transport rate results in a rapid shoreline response, whereas a larger depth of closure, meaning that the longshore transport will be distributed over a larger portion of the beach profile, leads to a slower shoreline response.

Numerical Solution Technique (N1)

Solving Equations (1), (19), and (20) numerically, we are no longer constrained by small angle assumptions, making possible the solution of a wider variety of shoreline/structure configurations and a more realistic wave climate. However, in order to obtain a solution as close to the analytic solution as possible, in order to isolate the error introduced into the analytic solution by linearizing Equations (1) and (19), \( H_b \) and \( \alpha_b \) were specified on the breaker line and held constant alongshore in time, as in the analytic case.

Numerical Solution Technique (N2)

Variations in space and time in the shoreline orientation, \( \partial y/\partial x \), are reflected on the nearshore bathymetry. Thus, due to depth refraction, even when the offshore wave climate is constant alongshore, the breaking conditions will vary along the coast. Therefore, a more realistic description of a real beach requires the incorporation of this wave/bottom interaction. The feedback mechanism was accounted for by specifying the wave characteristics on the 0 meter depth contour line. The wave height and angle at this depth were chosen to give the same breaking conditions as in type A and N1 solutions above, far away from any groin, fill, or
river where the shoreline is constantly straight and unaffected by the presence of the groin, fill, or river. Closer to these, the breaking wave height and angle will vary, according to the local bottom contour curvature.

Simulations

In order to demonstrate the effects of various assumptions on the three types of solutions, their limitations and possibilities, two idealized shoreline and structure configurations will be discussed. During all these simulations, the breaking wave height, $H_b$, is held constant $= 0.7$ m. As mentioned above, the expression “held constant” is only true far away from structures/activities in the type N2 solutions. The wave period is 5 seconds.

Groin Exposed to Waves with Varying Angle

In general, the analytic solution for the accumulation up-drift of a groin, as first formulated by PELNARD-CONSIDERE (1956) for waves with a constant angle, works very well whereas it gives a poor description immediately down-drift of the groin, since diffraction is not accounted for. In a model, the groin is represented by the boundary condition $Q = 0$. Mathematically, this boundary condition can be expressed as:

$$\frac{\partial y}{\partial x} = \tan \alpha_b \quad \text{for} \ x = 0 \quad (24)$$

This equation states that the shoreline at the groin is at every instant parallel to the breaking wave crests. In the numerical solutions, the groin boundary condition was expressed as ($i = 1$ corresponds to the calculation element closest to the groin):

$$Q = 0 \quad \text{for} \ i = 1 \quad (25)$$

If the incident breaking wave angle is varying sinusoidally with time, some interesting features of shoreline evolution may be noted up-drift the groin. The breaking wave angle is assumed to vary around a mean value $\alpha_o$ according to the following expression:

$$\alpha_s(t) = \alpha_o (1 + \sin \omega t) \quad (26)$$

where $\omega$ is the angular frequency of the wave direction. The analytic solution may be derived with the help of Laplace transform technique (CARSLAW and JAEGGER, 1959) to yield:

$$y(x,t) = \alpha_o \left[ 2 \sqrt{\frac{\omega t}{\epsilon}} \operatorname{erfc} \left( \frac{x}{2 \sqrt{\omega t}} \right) + e^{-\frac{\sqrt{\omega \epsilon} x}{\sqrt{\omega}}} \sin \left( \omega t - \frac{\omega}{2 \sqrt{\epsilon}} x - \frac{\pi}{4} \right) + \frac{1}{\pi} \int_{t}^{\infty} \frac{e^{-u}}{\sqrt{u}} \xi \left( \xi^2 + \omega^2 \right) d\xi \right]$$

for $t > 0$ and $x \geq 0$.

where $\operatorname{erfc}$ is the integrated complementary error function. The integral part of the equation is a transient, which will disappear with time. Accordingly, the solution consists mainly of two parts, one identical to the shoreline evolution up-drift a groin exposed to waves with a constant breaking wave angle, $\alpha_o$, and one part expressing a damped sinusoidal variation, with the attenuation proportional to the distance from the groin by a factor $\sqrt{\omega \epsilon}$ (Figure 14). From Equation (27) the “crests” of the wave-shaped shoreline can be shown to travel with the speed $\sqrt{\epsilon}$ up-drift from the groin, and the phase lag between the variation in shoreline position at the groin and at a specific location $x$ is $\sqrt{\omega \epsilon} x + \pi/4$. In Figure 14, the shoreline evolution at two different locations alongshore are plotted as a function of time. The period of the variation in breaking wave angle is 14 days (336 hours). As indicated, the shoreline position varies rhythmically in time, with the fluctuations decreasing with the distance from the groin (lines 1 and 2). However, the long term trend is accretion on all locations along the beach, since the breaking wave angle always produces a longshore sand transport towards the groin. As expected, an angle too large will impair the analytic solution, overestimating the speed of shoreline response. In the calculated example, $\alpha_o$ was set to 10 degrees.

A comparison between the type A solutions (lines 1 and 2) and the type N1 solutions (lines 3 and 4), shows that the linearization procedure
in the analytic solutions causes only small errors on the calculated shoreline evolution. By including wave refraction, we see that close to the groin the wave refraction promotes a more rapid accumulation (line 5) while further away from the groin, it slows down the rate of shoreline response (line 6). As accumulation close to the groin continues, the area where refraction has a positive influence on sand accretion grows to include parts of the beach further up-drift. In the calculated example, the up-drift location is experiencing increased accretion after about 400 hours, when the type N2 solution (line 6) exceeds the other two solutions (lines 2 and 4). The phase lag between the former and the two latter solutions is explained by the initial setback of line 6.

Half Circle-Shaped Beach Fill

A beach fill (or a natural cape) shaped like a half circle exposed to incident breaking waves, parallel to the x-axis running alongshore, may be treated analytically by approximating its shape with a polygon having a large (in theory an infinite) number of corners. The half circle fill has initially a radius a and the approximating polygon has N corners. The solution may be written (for details, see LARSON et al., 1987):

\[
y(x,t) = \frac{1}{2} \sum_{i=1}^{N-1} \left[ (k_{x_i}^r + y_i^r - k_x) \right. \\
\left. \text{erf} \left[ \frac{x_i^r - x}{2\sqrt{\epsilon t}} \right] - \text{erf} \left[ \frac{x_i^r - x}{2\sqrt{\epsilon t}} \right] \right] \\
+ 2k_{x_i} \sqrt{\frac{\epsilon t}{\pi}} \exp \left[ -\frac{(x_i^r - x)^2}{4\epsilon t} \right] + \exp \left[ -\frac{(x_i^r - x)^2}{4\epsilon t} \right]
\]

for \( t > 0 \) and \( -1 < x < 1 \)

using the quantities:

\[
x_i^r = a \cos \left[ \frac{(i-1)\pi}{N-1} \right] \quad (29a)
\]

\[
x_i^l = a \cos \left[ \frac{i\pi}{N-1} \right] \quad (29b)
\]
Shoreline Change Numerical Model

\[ y_i^t = a \sin \left[ \frac{i\pi}{N - 1} \right] \]  

(29c)

\[ k_i = \frac{1}{\tan \left[ \frac{i\pi - 1}{2} \right]} \]  

(29d)

where erf is the error function. As can be seen in Figure 15, displaying shoreline positions after 60 hours, the initial half circle (line 0, \( N = 101 \)) is dispersed with time as material is transported away from the fill (line 1). As the problem is symmetrical around the center of the fill, only the right hand side is shown. Initially, in the analytic solution, the transport rate is infinitely large where the fill meets the straight shoreline (\( x = a \)) but decreases as the shoreline gradient decreases. The large transport rate is due to the linearization (c.f. Equation 21) which implies a transport rate proportional to the shoreline gradient assuming small angles. This assumption is strongly violated at the ends of the fill. In fact, the original relation for the longshore transport rate, Equation (19), gives a zero transport rate at these locations. Consequently, the linearization procedure artificially increases the erosion of the fill, thus making any time estimates of loss percentages based on analytic solutions on the conservative side.

The numerical solutions use Equations (19) and (4) to calculate the sand transport rates. These equations give a maximum transport rate at a breaking wave angle of 45 degrees to the shoreline. A very interesting fill reformation occurs when applying the solution type \( N1 \), to a half circle beach fill as shown by line 2 in Figure 15. As the transport rate on the upper part of the fill (\( \alpha < 45 \) degrees) is increasing with the distance from the \( y \)-axis, this portion of the fill will consequently erode. The reversed condition prevail on the lower part of the fill (\( \alpha > 45 \) degrees). As \( \alpha \) decreases, the transport rate will also decrease, causing this part of the fill to accrete. Thus, the equilibrium configuration for this case seems to resemble a rectangular-shaped fill, anticipated to be a poor description of the prototype case. Allowing the waves to refract towards the fill, the shoreline evolution (line 3) is believed to look more realistic.

General

The analysis concludes that the linearization of the sand transport equation, upon which the
analytic solution is based, produces only small errors if the angle is kept within the order of 30 degrees. However, it is indicated that potentially much greater errors, both in the analytic and the simpler numerical solution, is caused by their inability to account for wave refraction. As the shoreline change is reflected in the bottom contours the breaking wave height and angle will vary continuously in space and time, even when offshore wave conditions are constant.

The calculated examples show that the exclusion of wave refraction tends to flatten out shoreline irregularities. The implications of this varies with the type of application. Starting the simulation with an irregularity (e.g., a beach fill), the speed of erosion will be overestimated, whereas in simulations of beach change caused by disturbances (e.g., groins, rivers) along the coast, the shoreline response rate close to the disturbance will be underestimated. The general error caused by linearizing the transport equation is an over-estimation of the speed of shoreline response. Again, this may or may not give solutions on the conservative side, depending on the application.

**LAKEVIEW PARK SIMULATIONS**

The model has mainly been tested on Oarai Beach, Japan and Sea Bright, New Jersey. However these studies are already extensively described in numerous publications (e.g., KRAUS et al., 1985; HANSON and KRAUS, 1986b; HANSON, 1987; KRAUS et al., 1988). Instead, preliminary modeling results for Lorain, Ohio will be presented here.

**Background**

In 1977, three rubble-mound detached breakwaters were constructed at Lakeview Park, Lorain, Ohio. These were the first breakwaters in the United States, intended specifically to protect and stabilize a bathing beach (POPE, 1983), in this case an artificial beach fill (Figure 16). The purpose of the fill was to protect the park and serve as a recreational beach at the same time. In addition to the breakwaters, the beach fill was held in place through the use of one groin on each side.

The shoreline and bottom contours were carefully monitored by the Corps of Engineers, both before and after the fill, providing excellent data for a numerical model simulation. Also, limited data are available on the statistical frequency of long term directional distribution of wave heights and periods (SAVILLE, 1953; RESIO and VINCENT, 1976). However, little information exists on the actual wave climate (height, period, and direction) between shoreline surveys. Thus, the wave series used in the model calibration/verification procedure had to be established for application of GENESIS.

As a test on the capability of GENESIS to reproduce prototype shoreline change, an attempt was made to simulate the shoreline change taking place during the first 24 days after the fill was completed. All necessary shoreline and structure configuration data were taken from survey charts (c.f. Figure 16). The wave data immediately available was limited, only giving representative wave heights and periods from five different directions and their percentage distribution in time. It is therefore likely, that for a short term simulation as made here, the actual mean wave climate could deviate significantly from the representative values.

**Calibration**

Starting with the initial fill shoreline of 1 October 1977, a series of simulations were carried out in order to reproduce the true shoreline of 24 October 1977 (see Figure 17). In addition to varying the calibration parameters \( K_1 \) and \( K_2 \), between the respective simulations, it was found necessary to assume that the average deep water wave direction deviated 20 degrees to the east from the representative values given by the input wave data. This calibration procedure suggested values of the two calibration parameters to be \( K_1 = 0.3 \) and \( K_2 = 0.3 \).

A comparison between the measured and the calculated shorelines of 24 October shows that the agreement, from a qualitative standpoint, is quite good. The model produces three well-developed salients (emerging tombolos) at the proper locations. However, the left-most calculated salient is somewhat too large whereas the other two are too small. An explanation for these descrepancies could be the simplified description of the bathymetry in the area. Due to the limited available wave data, it was decided not to use the wave model RCPWAVE.
Instead, all wave calculations were made within GENESIS, assuming bottom contours were parallel to the calculated representative offshore contour line.

In a beach fill project of this type, the volumetric changes can be as informative as the shape of the shoreline. In terms of this volumetric change, the computational results were very encouraging: the measured gain was 59,000 ft$^3$ and the calculated gain was 53,000 ft$^3$. Thus, the model accounted for 90 percent of the volumetric change.

**Evaluation**

Being a small and well documented area, Lakeview Park, serves well as a test case for a simulation model. Unfortunately, the extensive monitoring of the bathymetry was not balanced with a similar wave documentation. Therefore, the success of a model application is, to a large extent, limited by the degree to which the true wave climate can be reproduced. However, the lack of reliable wave data, at the same time makes the area representative to most beaches.

It was therefore considered as an interesting test on GENESIS. Under the circumstances, and the limited effort spent on calibrating the model, the results were very encouraging.

In order to make more accurate predictions of the shoreline evolution, the following improvements would have to be made. The wave refraction pattern should be analyzed using the wave model RCPWAVE and the true bottom topography (this was not possible at the time). Wave transmission through the detached breakwaters is believed to have a significant influence on shoreline change and should therefore have been accounted for. Also, a variation of the sand transport over the model boundaries is believed to have improved the simulation results.

**SUMMARY AND CONCLUSIONS**

This paper describes a numerical model called GENESIS, developed to simulate the interaction between waves, longshore sediment transport, coastal structures, and other human activities in the nearshore area. The purpose of the model is to simulate shoreline change in a long term perspective, ranging from a few months to several years.
As opposed to previous shoreline models, GENESIS is generalized in the sense that it can be easily applied to almost any open sandy coast. Among other novelties in GENESIS, its capability to simulate wave diffraction from multiple coastal structures and the representation of seawalls, is of major importance.

The easy modification of the model to represent real or hypothetical applications have many implications. GENESIS can be used as an educational tool, illustrating the effects of various physical properties and human activities. It also makes GENESIS economical to run and, therefore, simulations can be made for small low-budget projects. In larger projects, simulations can be performed for wide spatial extents, long time intervals, and a large number of design alternative.

Calculated examples show that GENESIS reasonably describes a variety of hypothetical situations, and that it is possible to use the modeling system for preliminary prototype design. Still, much model development remains to be done, of which main improvements, already in progress, are representation of wave transmission through detached breakwaters and capability to more realistically describe sources and sinks of sand along the shore.

GENESIS was developed to serve as an engineering tool, but also to provide insights in the dynamics controlling shoreline change, with emphasis on the interaction with structures. In this report, much effort was spent on sensitivity analysis and the description of prototype applications. This was done with the ambition to provide guidance for engineers on how to apply this or their own model to their particular beach problem.

In order to run GENESIS for a real beach much information must be collected. The most fundamental requirement for running the model is to have at least two measured shorelines covering the area in question for the model calibration. In order to verify the model, one or two more shorelines are needed. The model cannot be run without calibration. In addition, positions and characteristics of structures and other human activities must be known for the simulation time interval. Moreover, relevant boundaries and associated boundary conditions must be identified.

The quality of the predictions are to a large
degree dependent on the wave input. However, in many cases relevant wave data is lacking. In such cases, information about the wind climate can be used to hindcast a wave climate, keeping the uncertainties in mind. As mentioned above, some of the input parameters are hard to quantify. Effort should be spent on determining an interval within which the true value of the respective parameter is expected to lie, rather than specifying a single value. By running the model for the mean and extreme values on the parameters in question, the uncertainties are translated into possible shoreline positions. As shoreline change normally is a slow process, it is recommended to start data collection on shorelines and waves several years ahead. With appropriate data, GENESIS has the potential of serving as an aid in the planning and engineering design of the coastal environment.
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Este artículo describe un modelo numérico, llamado GENESIS para el cálculo de la variación de la línea de costa bajo la acción del oleaje. El modelo es "unilinear" en el sentido que asume que el perfil permanece constante, es decir, no se modifica. A diferencia de otros modelos, el modelo GENESIS permite con el simple uso de una interfase estudiar condiciones diversas, tales como número arbitrario, localización y combinación de espigones, diques de encausamiento, muralla de mar y rellenos de playas. El modelo tiene en cuenta: la aproximación, refracción y difracción del oleaje; el rebase de arena a través y alrededor de espigones, y fuentes y sumideros de material. La eficacia del modelo se comprueba comparando sus resultados tanto con soluciones analíticas como con prototipos.—Department of Water Sciences, University of Cantabria, Santander, Spain.

RESUMÉ

Decrit le modèle numérique GENESIS qui permet de calculer les changements du littoral ayant pour origine l'action des vagues. Le modèle repose sur la théorie "unilinaire" qui suppose que les profils de plage demeurent inchangés, ce qui permet de décrire les variations de la plage en seuls termes de position du rivage. À l'inverse des modèles antérieurs du même type, GENESIS est généralisé: un simple interface d'utilisation permet d'appliquer le système à diverses situations, y compris la localisation, les ouvrages de défense et le remplissage de plage. D'autres éléments inclus sont l'approximation, la réfraction et la diffraction des vagues, le transit sédimentaire au travers des épis, ou les sources d'approvisionnement. Une revue des modèles est présentée. Les modèles sont comparés aussi bien à des solutions analytiques, que à des situations prototype, en vue d'en montrer les possibilités.—Catherine Bressolier, U.A. 910 du CNRS, EPHE, Montrouge, France.
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