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THE COURSE TO BE discussed here is Engi-
iring 510 "Advanced Thermodynamics," which 

is a "core" course in t he College of Engineering at 
Notre Dame. The only prerequisite is one 
semester of undergraduate thermodynamics, so 
t hat engineering graduate students of all 
disciplines can qualify for the course. The course 
is required for graduate chemical engineers and 
is often taken as an elective by engineers of other 
disciplines. The latter group of students generally 

The cha llenge is to substantially enlighten and 
expand the know ledge of the chem ical engineers .. . 
and pr?vide a strong fundamental unit of thermo­
dynamics for the non-chemical engineers who 
may compose as much as half of the class. 

has · a one-semester background from, say, Hol­
man1 or Reynolds and Perkins,2 while the chemi­
cal engineers are more thoroughly schooled in 
undergraduate thermodynamics, usually having 
two semesters of formal study, covering both 
physical and chemical thermodynamics, as well as 
additional exposure in "material and energy 
balances" and in physical chemistry. 

.. • The challenge is to present a course that will 
substantially enlighten and expand the knowledge 
of the chemical engineers, while at the same time 
will provide a strong, fundamental unit of 
thermodynamics for the non-chemical engineers, 
who may compose as much as -one-half of the 
class. That thermodynamics, a discipline based on 
a few fundamental laws and their application, is 
taught at the graduate level to chemical engineers 
is probably an ·honest reflection of t he fact t hat 
chemical engineers, despite their background, ac-:. 
cept their bachelor's degree with a foundation in 

180 

thermodynamics that can be shaken without ex­
cessive effort. 

The discussion that follows maps out the ma­
terial covered in the course in its chronological 
appearance. The objective is to stress the aspects 
of the course that are given the most emphasis 
during the semester as well as to give a sense of 
the continuity of the topics treated. The several 
sections that follow form a rough syllabus of the 
course, covering approximately 14 weeks, or 42 
meetings. 

1 . Review of Concepts (2 weeks) 

Before starting a formal presentation of 
t hermodynamics in a "postulational" manner, a 
review of the traditional "inductive" t hermo­
dynamics is performed. To make this review at­
tractive, it is presented in a historical context, 
much in the spirit of Tisza, 3 starting with Galileo 
and Torricelli, presenting the caloric theory and 
its shortcomings, continuing with the contribu­
tions of Carnot, Kelvin, Mayer, Joule, and finish­
ing with the r esolution of thermodynamics into 
its laws which occurred in the middle of the nine­
teenth century. Besides providing a review of t his 
"thermodynamics of cycles," these initial lectures 
are designed to show the student that the difficul­
ties that were encountered in the development of 
thermodynamics, historically speaking, are the 
same difficulties that trouble the contemporary 
student of thermodynamics. Besides treating t he 
laws of thermodynamics and their function, lec­
tures are presented on t he concepts of reversibili­
ty and irreversibility, and the temperature con­
cept and its measurement. 

2. The Postulational Development of Thermodynamics 
(5 weeks). 

The only text required for this course is 
Callen.4 Lectures structured about the first seven 
chapters of Callen are employed with the follow­
ing philosophy: Take away the "laws" of thermo­
dynamics from the student and develop a self-con-
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sistent, self-contained mathematically structured 
discipline which can be shown to provide the user 
with analytical tools equ ivalent to the "laws." 
One drawback to inductive thermodynamics is 
that t he laws evolving from it are based on ex­
perimental observation (specifically, "thought" 
experiments ), and the tendency of students is to 
develop "rules-of-thumb" which are not complete­
ly general. Consequently, t he use of these r ules­
of-thumb can often lead to difficulties, much in 
the way paradoxes, or apparent contradictions, 
arose in the historical development of t hermo­
dynamics. A primary function of this develop­
ment is to demonstrate t hat postulational t hermo­
dynamics is applicable to any thermodynamic 
problem, including t hose from which inductive 
thermodynamics evolved . Key points of emphasis 
in t his section are: 

• The informational content of thermodynamic f unda ­
mental relationships and the eq uations of state that 
co me from them, The roles of the E uler and Gibbs­
Du hem equations in providing the link between equa­
tions of state and fundam ental relations hips are de­
tai led. The fact that one observes an incomplete set 
of equations of state in the laboratory is used to demon­
st rate t he need for a bas is, or reference, for the family 
of thermody namic energy f unctions ( in ternal energy , 
enthal11y, etc.). 

• The equivalence of the extremum principle for entropy 
and internal ene rgy and their extens ion by Legendre 
tra nsforma tion to non-isolated systems. The Gibbs 
minimum 11rinci11le for system . a t some g iven (P

0
,T

0
) 

is used later as the starting 110int for handlin~· co mplex 
chemical systems. (See Section 3.) 
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" The Jacobia n trans formation s in concert wit h t he Max­
well re lations, 1>resented a s a sys tem for handling i,he 
express ion of 11rocess de ri\'at ives in terms of measur­
ab le quantities s uch as s 11ecific heat at cons tant pres­
s ure C", isothermal co mpress ibility KT, a nd t he co­
e llicient of thermal expa ns ion a, i. e., t he th ree inde-
1iend ent de ri vatives of t he P-T bas is . 

The utility of the third point above can be 
accentuated by having t he student demonstrate 
his capability at developing an H-S diagram for 
some substance, or at least the necessary formal­
ism to do so. Generating formulae for isobars and 
isotherms in H-S space is fair ly straightforward, 
but deriving a formu la for the coexistence curve 
of, say, t he saturated vapor is a bit more opposing 
(Denbigh" has a re lated problem in wh ich an ex­
pression for the specific heat at coexistence for 
a phase is desired.) : 

( ~ ~ "" s l o p<:! 0 1 s~nur.:it ed vapo l'." loc us i n 
s at . Vi.lp . 11-S SJhl Ce 

(ah) ( •h 
dh = ~ I' dT + IP/ T d i' (2-1) 

! I ) Js = ~ J T + <J__S JP 
IT; I' ,p T 

(2-2) 

Along t he coexistence curve, the Clausius-Clapey­
ron equation states 

(

. I 
J P "' ~1· <l T T'v (2-3) 

and so 

' ) I ,h 

\ ~ s at . va p . 

TCP+ v (t- ·1 1)( '.h /.:Ov ) 

~·;:-r,·1~ (2-4) 

since 

• C • 
I ·T ' I' P 

/~ \ • C I 
, iT p p ' 

and where C,,, a, v are evaluated for the saturated 
vapor phase, and 6. h and 6.v are the enthalpy and 
volume changes upon vaporization respectively. 

One drawback to inductive -thermodynamics is 

that laws evolving from it are based on 

experimental observation and students 

tend to deve lop "ru les of thumb" 

w hich are not complete ly general. 

Mastery of thermodynamic manipulations for 
pure substances, such as Jacobian transforma­
t ions and Maxwell relations, is essential to de­
veloping confidently the complex expressions t hat 
are required, e.g., to describe mixtures (See Sec-
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tion 6) while a firm basis of the thermodynamic 
extremum principles is necessary to realize the 
stability criteria for pure and multicomponent 
systems (See Section 5). 

3. The Application of the Gibbs Minimum Principle to 
Complex Chemical Equilibria (2 weeks). 

Zeleznik and GordonG have applied the Gibbs 
minimum principle to a general system of p phases 
and m species at some fixed (P0 ,T0 ), and it is my 
experience that incorporation of their derivation 
into the course provides a quick, powerful method 
for the student to set up a complex chemical 
equilibria problem in a form amenable to comput­
er solution. The derivation is lengthy and only the 
results will be presented here with accompanying 
comments. 

That thermo is taught at the graduate 
level to ChE's is probably a reflection 
of the fact that they accept their B.S. 
degree with a foundation in thermo that can be 
shaken without e xcessive effort. 

For the reacting system above, one solves the 
fo llowing set of equations : 

I I 
i ' 

a .. N-.~ - b~ 0 
.lJ 1 J 

E E 
j, " 

j = ,. .. 
i r .., 1 l;•:.._ nt 

r = 1 ,. . , 1 r 
rnp-.?. inJ.::-r..:n !c:1t r.._ 11..: tions 

(3-1) 

(3-2) 

where aii is a chemical subscript for element j in 
species i, a is the phase superscript, Ni is moles of 
species i, b/ is the total number of gram-atoms of 
element j in the system, and Air is a stoichiometric 
coefficient for reaction r. The problem thus be­
comes mp equations in mp unknowns, namely, the 

set { N~J i = l , ... . ,m; a = 1, .... ,p. Each member 

of Equation (3-2) is called a reaction affinity. 
If the reaction mechanism is unknown ( or 

unspecified) the problem enlarges somewhat as 
Equation (3-2) is replaced by 

P~ + l >.j,ij = 0 for 1 = l,,,.,,m; ct = l, .... , p (3-3) 
j 

The problem is now (mp+ l) equations in (mp+ l) 

unknowns, namely {Na } as before, and [AJ], j = 
l. 

l, .... ,Z, which are a set of Lagrangian multipliers 
introduced in applying the Gibbs minimum 
principle. 

An important point brought out by this ap­
proach is the equivalence of problems, with and 
without a reaction mechanism, as the final equi-
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librium state does not depend on the choice of a 
particular mechanism but rather on the choice 
of permissible species in the system. Elimination 
of [Ai] from Equation (3-3) will yield Equation 
(3-2), L e., a possible set of reactions. 

There are several difficulties inherent in adopt­
ing the Zeleznik-Gordon treatment directly for 
instrnctional purposes: 

o Charge mus t be treated as an ''extra" element, to be 
electroneutralized rather than conserved. Furthermore, 
free e lectrons are a species a s well as a charge. The 

definition of species becomes "any entity for which 
the concentration at equilibrium is desired." 

• In pha ·e equilibria 1noblems, where there are no re­
actions, conservation of elements, Eq uation (3-1) , can 
either 1>rovide too many or too few constraints. One 
mus t replace Equation (3-1) with a set of eq uations 
conserving s 11ecies rather than e lements. If one has 
a problem in which only some of the species are re­
acting and some are not, and they have common ele­
ments, the s tatement of t he problem becomes even more 
complicated. It is not satisfactory to consider all re­
actions permissible by s toichiometry as some will have 
rates so slow as to be dis regarded. For example, in t he 
phase equilibria of a natural gas system containing 
CH,, C, H a, and C3 H , it is of no interes t to consider 
t he possible reaction: 

CH 4 + c311 8 i 2c
2

11
6 

In other words, good judgment must be exercised in 
a1>1>lying the Zeleznik-Gordon scheme. 

\J A traditional way of describing a m-component vapor-
liquid phase equilibria problem i (See p. 47 of 
Reference 9, e.g.): 
m + 2 eq uations: 

Ill 

g . 
••. = p . 

I l 
i = 1 ,,, , , , , Dl 

Pg" Pg (vs , T, (yi}) 

Pt = P
9'(v\ T, {K,}) 

.I, 

2 unknowns: 

(T , vg . v•,Y1 •Y2 1 •• • •••, Ym-1) 

The de monstration of the eq uin1lence of this 11roblem 
to that of Zeleznik and Gordon is made intricate by the 
fact that the Zeleznik-Gordon scheme, by virtue of 

solving· for {N':'. } , s ugg·es ts a batch l)fOcess with finite 
l 

1>ha ses, while the above problem makes no s pecification 
of phase s ize. The comparison of the two descriptions 
is 1)fesented in the course. 

4. The Phase Rule (1 week) . 

'The phase rule, written as 
f=C - P+2 (4-1) 

or 

l=C-P+2-R, (4-2) 
where R is r estrictions is one of these rules-of­
t humb that most students f eel t hey understand 
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by the time they reach the graduate level. Be­
cause this is often not the case, I generally start 
with an example complicated enough to produce 
a myriad of answers for the degrees of freedom 
f, and then backtrack, beginning at the beginning. 
Rather than deriving the rule as given above, I 
state the phase rule as: 

"the number of degrees of freedom in the intensive phase 
nlriables = the number of independen t intensive phase 
qui a bl es-the number of restrictions" 

For example, consider the 3-component, 3-phase system 
(solid-liquid- vapor) where the components will be speci­
fied as A, B, C. The independent intens ive variables are 
12 in number 

a ncl t he restrictions a re 10: 

,..fhus f = 2, as can be readily obtained fro n1 Equation 
(4-1). The difficulty arises interpreting· R in Eq uation 
( 4-2) . Consider the restrictions : 

1) p = p 0 

and 
2) xTi = x: = 0 

In the first, logic dictates that f reduce to 1, and t he form 
of analysis s uggested introduces 

or 

f = 12 - 11 = 1 

The restrictions (2) above do not affect f a s there occurs 
a ''balance": 

x~ , x! are removed from the independent intensive 

variables and µ~ = JJ;; and "i = µ! ca n he removed from 

the restrictions. Thus the problem is 

f = 10 - 9 = 1 

Experience has shown that this detailed approach 
increases the student's confidence. 

Since the phase rule makes no specification 
concerning the size of the phases (indeed, they 
could be considered infinite), the effect of "Batch­
ing" or, in a flow process, the setting of flow 
rates to a vessel can require careful examination. 
For example, consider the single (liquid) phase 
esterification reaction of ethyl alcohol and acetic 
acid at fixed T0 ,P0 • If one applies the phase rule 
Equation (4-2) directly 

[=4-1+2-R 

where R = 3 : P = P 0 , T = T0 , and 1 reaction 
(mp-Z = 1), or f = 2. But one recognzies that if 
one batches the system identically each time, 
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i. e., fixes [Ni] = [Ni0 ] , one gets the same equili­
brium composition in the vessel. Thus, the batch­
ing constitutes 2 restrictions. It can be seen by 
noticing that 

N
10 

- 6N 

xi = l Ni 

1 

for reactants and 

Ni 0+6N 

" 1 =~ 

i 

where, in this particular case, EQUATION, as 
moles are conserved. Thus, e. g., 

~=i = .1i - z (r .... acLants) 

and the single variable z replaces the 3 indepen­
dent variables of the set [x;] (lx; = 1), and batch­
ing in this case constitutes 2 restrictions. 

Furthermore, the quantity (mp-Z) used to de­
note reactions in the Zeleznik-Gordon scheme is 
really more general than that. One should con­
sider it as representing the number of indepen­
dent affinities, including those whoch describe a 
phase transformation: 

"1- "~ · 0 for species i and phases a and /3 
Care must be taken not to count such a transfor­
mation twice, once as a reaction (transformation) 
in the set (mp-l) and once as a chemical equi­
librium. For example, consider a vapor-liquid 
equilibrium between CH., C,HG, C3H 8, CO 2, typical 
of a natural gas mixture prototype. For this 
system, mp-Z = 8-3 = 5, yet common sense sug­
gests 4 phase equilibria. The fifth "reaction" is 
the one cited in (2) of Section 3. The point here 
is not only should that reaction possibility be dis­
carded but also that mp-Z includes that 4 chemical 
equilibria, i. e., phase transformations. 

Applications relating to how many variables 
in a real process must be specified to produce a 
unique experiment (i. e., reproducible) can as­
sume many forms and can be both interesting 
and challenging. 

5. Stability Phenomena (2 weeks). 

A brief introduction to phase stability 
(thermal and mechanical) and diffusional stabili­
ty is presented. Phase stability is discussed in 
many texts, e. g ., Callen,-' and can be demonstrated 
easily with the van der Waals equation. Some 
mention is made in passing of the fact that the 

(Continued on Jiage 198.) 
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occurrence of a van der Waals "loop" in the re­
gion of coexistence is a manifestation of the ap­
proximate nature of the equation of state.7 

Diffusional stability, or immiscibility phenome­
na, is presented in a manner abstracted from 
Prigogine and Defay.8 Margules solution models, 
starting with the "regular," are adequate to 
demonstrate a broad spectrum of possible im­
miscibility behavior. Prausnitz's discussion of the 
subject9 is a good complement to this topic. 

6. Thermodynamics of Mixtures (2 weeks, or whatever 

time remains). 

Obviously, two weeks is not enough to do any 
justice to the practical aspects of the thermo­
dynamics of mixtures, such as the fugacity and 
activity concepts. Often, these few lectures are 
given in a qualitive way to provide an overview 
of what is presently relevant in chemical thermo­
dynamics. This is generally all that the non­
chemical engineers will desire while the chemical 
engineers have refuge in a second course for 
which this course is a prerequisite. The second 
course is a course in phase equilibria and uses 
Prausnitz0 as a text. It will not be discussed here. 

In closing, it is satisfying to note that Equa­
tion (3.1-8)-(3.1-14) and Equation (3.4-9)-
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Advances in R esearch and Awlications, H. Ehren­
reich, F. Seitz and D. Turnbull, eds., Vol. 25, Academic 
Press, New York, N. Y., 1970, pp. 152-299. 

11. R. M. Burger and R. P . Donovan, eels., Oxidation, 
Diffusion and Evitaxy, Prentice-Hall, New York, 
N. Y., 1967. 

12. S. A. Shaikh, "Chemical Vapor Deposition of 
GaAs1_xp x• Reactor Design and Growth Kinetics," 
M. S. Thesis, University of California, Berkeley, Sep­
tember 1972. 

13. H. R. Camenzind, Electrnnic Integrated System s De­
sign, Van Nostrand Reinhold Co., New York, N. Y., 
1972. 

14. I. Hayashi, M. B. Panish and F. K. Reinhart, J. Appl. 
Phys., -12, 1929 (1971). 

15. H. C. Casey, Jr. and F. A. Trumbore, Mater. Sci. 
Eng., 6, 69 (1970). 

16. A. H. Bobeck and H. D. E. Scovil, Scientific American, 
June 1971, pp. 78-89. 

17. 1972 Wescon Technical Papers, Session 8, Magnetic 
B1tbbles, Institute of Electrical and Electronic Engi­
neers, San Francisco, Calif. 

(3.4-17) of Prausnitz,U equations for the proper­
ties of mixtures with independent variables (P,T) 
and (V,T) relative to an ideal gas basis (T = 
T, P = 1 atm absolute), are derivable by stu­
dents of the core course without recourse to the 
work of Beattie.10 • 
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