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IN SEEKING TO develop a set of homework exercises 
for a senior level course in digital process control, 

the authors have devised an alternative to the classical 
approach of short homework problems assigned at the 
end of each lecture segment. Instead, we have tried 
to provide longer-term exercises which complement 
the lecture material while allowing for more creativity 
and independence on the part of the student. The con­
cept is to define a control problem, have the students 
analyze its dynamics, and then have them digitally 
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simulate both the open-loop process and its closed-loop 
dynamics under various control schemes. Digital 
simulation has some advantages as a learning tool. It 
forces the students to understand the process in order 
to write the code to simulate it, and it requires an 
understanding of how each control scheme is actually 
implemented in quasi-real time. In addition, since di­
gital simulation is, by its nature, digital, the concept 
of discrete control is emphasized. 

These exercises were designed as the primary 
homework set for a two quarter-hour senior-level 
course in digital process control. The students have 
already taken a three quarter-hour course in classical 
control theory, and a one quarter-hour laboratory in 
system dynamics and analog and digital control. The 
exercises are meant to supplement lectures from 
Deshpande and Ash [1] or Stephanopoulos [2]. Exten­
sive use is made of Program CC (a control design 
package for the personal computer available from Sys­
tems Technology, Inc., of Hawthorne, California [3]), 
but only as an analysis tool to aid in implementation 
via digital simulation. Simulations are run on a VAX 
11/780 and may make use of numerical integration 
routines from the IMSL Library [4]. Students work 
in groups of two or three members of their own choos­
ing. Although it is not explicitly stated in the problem 
statements below, students are expected to plot and 
discuss all results. Due to space limitations, only the 
Problem Statements are included here. Full solutions, 
documentation of the simulation program, and the 
Program CC results may be obtained from the au­
thors. 

We feel that these exercises give the students ex­
perience in implementation, allow them to compare 
various algorithms on a single process, and stimulate 
initiative and creativity. 
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Problem Statement 

PROBLEM 1 

System Model 

Consider an example from Ray [5] consisting of a 
system of two continuous stirred tank reactors in 
series as shown in Figure 1. The irreversible reaction 
A • B is carried out isothermally in the two-stage 
reactor system. The composition of the product 
streams, c1 and c2 , must be controlled. However, 
there is a substantial analysis delay. The manipulated 
variables are the feed compositions to the two reac­
tors, cu and c2r, and the process disturbance is the 
concentration of an additional feed stream, cd. The 
flowrates to the system are constant, and only the 
compositions vary. An additional delay arises due to 
the transportation lag in the recycle stream. 

A. For the reactor system above, write the material 
balances for c1 and c2 around the reactor train. 
Note that 

B. Cast the equations from (A) in deviation variables. 
Use the definitions below. (Subscript s denotes 
steady state value.) 

v2 e =----
2 F +R 

p2 

U 2 = C 2f - C 2f 
s 

C. Show that the results of (B) can be expressed in 
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The concept is to define a control problem, have 
the students analyze its dynamics, and then 

have them digitally simulate both the 
open-loop process and its closed-loop 

dynamics under various control schemes. 
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FIGURE 1. Two-CSTR System with Delayed Recycle (Re­
printed with permission from Advanced Process Control, 
W. H. Ray (1 98 1), McGraw-Hill Co., page 220, figure 
4.23.) 

matrix form as 

dx = A x(t) + A
1
x(t- a)+ BU(t) + Ld 

dt o 

where 

A = 
0 

B=I 

0 

0 

x=[ :~ l U=[ ~: l 
D. Assume there are pure delays of -r1 and -r2 on the 

measurements of x1 and x2 respectively. Thus 
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1
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y m (t) = X 2 (t - 't 2) 
2 

-'t s 
Y m (s)= e 2 x

2
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2 
or 

Y m(s)=H(s)x(s) 

[ 

-'t s l [ y l e 1 0 m 
H= y - i 

0 e -'t2s m - Y m2 

E. Take the Laplace transform of the result from (B) 
to obtain 

Ym(s)=H(s) G(s)U(s)+H(s) Gd(s) d(s) 

i.e., find 

G(s) and Gd(s) 

F. Into the result of (E), insert the operating parame­
ters given in (G). Let AR = 0. 

G. This reactor system will form the basis for the fol­
lowing problems. If we wish to deal with an SISO 
system, we will set AR = 0 and focus on the first 
reactor. If we wish to deal with a MIMO system, 
we will set AR = 0.5 and deal with the coupled 
reactors. Base case parameters will be as follows: 

(System is initially at steady state.) 

8 = 1· 1 ' 

Da = l · 
1 ' 

"- =0 R 

82 = 1 

Da
2 

= 1 

or 0.5 

Ad = 0.1 ( where appropriate) 

µ = 0.5; a= 0.5 

T = 0.1 mm or 0.01 min 

't 1 = 't 2 = 0.5 

PROBLEM 2 

Open-Loop Simulation 

Problem Statement 

A. Digitally simulate the system of two reactors in 
series as analyzed in Problem 1. Simulate the 
open-loop response of both reactors to a 0.1 step 
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change in d at time = 1 minute. Do this for both 
values of AR (0 and 0.5). Use a sampling period of 
0.1. 

B. Use Program CC to produce the open-loop simula­
tion above for no recycle. Use the s-domain trans­
fer functions developed in Problem 1. 

C. Use Program CC to produce the open-loop simula­
tion above for no recycle. Do this simulation in the 
z-domain with sampling period = 0.1 min. 

PROBLEM3 
PID Control 

Problem Statement 

A. Using the FORTRAN simulator developed in 
Problem 2, digitally simulate the closed-loop re­
sponse of Reactor 1 to a 0.1 step change in the 
disturbance (d). Use the velocity form of the PID 
algorithm. Assume zero recycle. Do the simulation 
for sampling times (T) of 0.1 and 0.01. Use the 
Ziegler Nichols method to tune the controller, 
either by constructing a Bode plot (with Program 
CC), or by finding the ultimate gain and period 
on-line by the loop tuning method. Include in your 
program a calculation of the integral squared error 
associated with the above disturbance. 

B. Use Program CC (in the z domain) to repeat the 
simulation in (A) for the case of T = 0.01 only. 

PROBLEM 4 
Dahlin Algorithm 

Problem Statement 

A. Design a Dahlin control algorithm for the system 
which has been studied in Problems 2 and 3. The 
design should be based on a first order plus dead­
time response to a step change in set point. This 
should be an SISO controller which manipulates 
the feed concentration to Reactor 1 in order to 
control the concentration in Reactor 1 (as before). 
Use T = 0.01. There is no recycle. 

B. Using the FORTRAN simulator you developed 
previously, simulate the response of the Dahlin al­
gorithm you derived in (A) to a 0.1 step change in 
d. Plot the concentrations in both reactors, even 
though only the concentration in Reactor 1 is being 
controlled. 
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PROBLEM 5 
Analytical Predictor 

Problem Statement 

A. Design an Analytical Predictor time delay compen­
sator control algorithm for the system which has 
been studied in Problems 2-4. This should be a 
SISO controller which manipulates the feed con­
centration to Reactor 1 in order to control the con­
centration in Reactor 1 (as before). Use T = 0.01. 
There is no recycle. 

B. Using the FORTRAN simulator you developed 
previously, simulate the response of the Analytical 
Predictor algorithm you derived in (A) to a 0.1 
step change in d. 

PROBLEM 6 
Noninteracting Control 

Problem Statement 

A. Consider the reactor sy~tem in Problem 1. Let AR 
equal 0.5. Calculate the Relative Gain Array. Dis­
cuss the loop pairings. 

B. Simulate the system with both reactors under PI 
control. These should be two SISO loops. Sampl­
ing time should be 0.01. Include the delay in the 
recycle loop. Tune each controller separately. The 
loop not being tuned should be open. Simulate the 
response of the system (both loops closed) to a 
step change of 0.1 in the set point of Loop 1 (Reac­
tor 1). Repeat for a step change of 0.1 in the set 
point of Loop 2. Simulate the response of both 
loops to a step change of 0.1 in the disturbance. 

C. Design and implement a steady-state decoupler for 
this system. Repeat the simulations above. (Use 
PI controllers with only slight integral action.) Do 
the loops interact more or less than in (B)? Why? 

SUMMARY 

Integral-squared error results for the various 
problems are summarized in Table 1. In summary, 
the PID results indicate that a smaller sampling 
period produces a better response. This is consistent 
with digital control theory. Deadtime compensation 
inherent in the Dahlin and Analytical Predictor al­
gorithms improves the controlled behavior of the sys­
tem. The predictive capacity of the Analytical Predic­
tor also appears to upgrade the response slightly. It 
is imperative to note however that the quality of the 

SUMMER 1988 

TABLE 1 
Integral-Squared-Error values of Y m, and Y m, for a time 
interval of 10 minutes. The sampling period, T, is 0.01 
minutes unless stated otherwise. 

ISE (xl0•) 

Disturbance Step Change ~ ~ 
A=0 

Open Loop Response (T = 0.1) 19.5 1.12 
PID Control (T = 0.1) 0.568 0.0240 
PIDControl 0.541 0.0221 
Dahlin Algorithm 0.611 0.0257 
Discrete Analytical Predictor 0.555 0.0226 

A= 0.5 
Open Loop Response (T = 0.1) 2q 1.25 
SISO PI Control 1.11 0.0225 
Steady State Decoupler 1.12 0.0888 

Y m, Set Point Step Change 

A= 0.5 
SISO PI Control 736.0 22.7 
Steady State Decoupler 725.0 15.9 

Y m
2 
Set Point Step Change 

A= 0.5 
SISO PI Control 22.8 735 
Steady State Decoupler 49.2 722 

response generated by each method is highly depen­
dent upon the tuning parameters employed. Thus the 
above observations should not be taken as conclusive. 

In the multivariable case (Problem 6), no clear ad­
vantages result upon decoupling; however several un­
desirable response characteristics are produced by the 
steady state decoupler. This is probably due to the 
fact that interactions are inherently small for this sys­
tem. Hence, a steady state decoupler would not be 
recommended, but a dynamic decoupler might be a 
reasonable option for future expansion of the simula­
tion. 
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