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T he wetting and spreading of liquids on solids 
is frequently encountered in the chemical in­
dustry. Examples include the application of 

herbicides, adhesives, inks, paints and other coat­
ings, flotation of minerals, containing and cleaning 
chemical spills, waterproofing, cloud seeding, lubri­
cation, corrosion protection, enhanced oil recovery, 
and more. Despite its importance, however, wetting 
and spreading in the chemical process industries is 
often without a home in most undergraduate chemi­
cal engineering curricula. 

The subject could be taught in classes on engineer­
ing materials, plant design, or separations. An infor-

1 f . d d t t [1·91 • ma survey o mne un ergra uate ex s on engi-
neering materials found that six of them mentioned 
the concept of surface energy, but only in the context 
of nucleationn-si and fracture propagation.l5'

61 Only 
one of these texts introduced the concept of contact 
angle and presented Young's equation in a discus­
sion of heterogeneous nucleation/ 11 and none dis­
cussed wetting or spreading of liquids on other liq­
uids or solids. Unfortunately, the only text on engi­
neering materials that discussed contact angle, 

din d tt. . 1 . . t [10] sprea g, an we mg 1s no onger m prm . 

This paper will present some simple but powerful 
thermodynamic concepts that can be taught in a 1-
hour lecture on wetting and spreading. We approach 
the subject through the theme of the minimization of 
free energy-a concept with which chemical engi­
neering students are well acquainted. 

TOSPREADORNOTTOSPREAD 
The two practical questions about spreading and 

wetting which an engineer usually addresses are: 

• Does the liquid spread completely or only partially on 
the solid surface? 

• If partial spreading occurs, what is the contact angle 
of the drop on the surface? 

To address these questions we begin with the defi-
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nition of the surface energy, y, which is defined as 
the change in free energy as new surface area is 
created. If new surface is created under reversible 
conditions at constant pressure, temperature, and 
number of molecules, this surface energy is the 
change in Gibbs free energyrui 

(1) 

where G is Gibbs free energy and A is the surface 
area. If the surface is created at constant volume, 
temperature, and number of molecules, this surface 
energy is the change in Helmholtz free energy 

y = (gik,T,n (2) 

Because pressure is generally a more constant pa­
rameter than volume, Eq. (1) is sometimes (but not 
always) preferred. In this paper, the term free energy 
can refer to either of these definitions, depending on 
whether the wetting and spreading occurs under 
constant pressure or volume. Thus, the free energy 
associated with the surfaces of a system is simply 
the surface area of each phase boundary multiplied 
by y for that boundary. Subscripts of y refer to the 
surface free energy of the interface between the liq­
uid, §Olid, and yapor phases. 

Next let us perform a thought experiment sug­
gested by Figure 1 in which we force a small drop to 
spread over a large surface. Before a drop of liquid 
contacts the surface, the surface free energy of the 
system is the solid-vapor surface free energy, Ysv, 
multiplied by the solid area (assuming the original 

© Copyright ChE Division of ABEE 1993 

184 Chemical Engineering Education 

_j 



area of the drop is much smaller than the solid 
area). When the liquid is spread completely on the 
solid, the system now consists of two interfaces (the 
solid-liquid and the liquid-vapor interfaces), and the 
surface energy of the system is Yiv + Ysi multiplied by 
the solid area. One may now ask the question, "Does 
the system attain the lowest free energy when the 
drop is spread completely on the solid?" If so, com­
plete spreading will occur. We can see that if the Ysv 
is larger than the sum of Yiv + y.1, the reduction in free 
energy will drive the drop to spread completely over 
the surface. Thus, spreading occurs if 

Ysv>Y1v +Ys1 Or 0 < Ysv - (Y1v +Ys1) (3) 

Complete spreading will also occur if 

Y sv = Y Iv + Y sl 

because the drop will flatten out until it has a con­
tact angle of zero (as will be shown in the next 
section). 

In the early 1920s, Harkins and Feldmanl121 stud­
ied the spreading of organic liquids on a number of 
solid and liquid substrates. They defined a "spread­
ing coefficient," S, as the difference between the 
work of adhesion, Wa, and the work of cohesion We. 
The work of adhesion is the work per interfacial area 
needed to separate two adjacent (solid and liquid) 
phases: 

Wa =Y1v +Ysv -Ysl 

The work of cohesion is the work per area needed to 
separate a single liquid phase: 

We = 2 Ysv 

Therefore, the spreading coefficient becomes 

S=Wa -Wc (4) 

S=Ysv-(Y1v +Ys1) (5) 

Harkins and Feldman observed that liquids spread 
completely when S ~ 0, which is consistent with Eqs. 
(3) and (5). 

One final note on spreading concerns the rate or 
kinetics of spreading. The velocity of the moving 
three-phase contact line at the edge of the drop can 
be as high as 30 cm/s and is dependent upon the 

B efo re A f t er 

Figure 1. Process of complete spreading of a liquid drop 
on a solid substrate. 
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This paper presents some 
simple but powerful thermodynamic 

concepts that can be taught in a 1-hour lecture on 
wetting and spreading. We approach the 

subject through the theme of the 
minimization of free energy ... 

viscosity and surface energy of the spreading liq­
uid. llll Brochard and deGennes show that the change 
in the drop radius, R, with time (the velocity) is 
proportional to R 9

.ll3
1 Thus the latter stages of spread­

ing can be a slow process. 

If the spreading occurs on a liquid instead of a 
solid, the velocity varies inversely with the substrate 
viscosityY41 The viscosity of the surrounding fluid 
also plays a role, especially if the fluid is a liquid 
(instead of a gas). The spreading velocity increases 
as the viscosity of the displaced liquid decreases. 
More importantly, a stable liquid film separating 
the drop from the substrate prevents the initial for­
mation of the three-phase contact line, and in most 
practical cases, the stability of this liquid film con­
trols spreading. Thus, spreading entails multifari­
ous phenomena, and its complexity should not be 
underestimated by the simplicity of the thermody­
namic statement of Eq. (3). 

PARTIAL SPREADING 

We will now examine the case in which the solid 
surface energy is less than Yiv + Y.1, or in which S is 
negative and the spreading is not complete. In this 
case the drop forms a sphere or spherical cap on the 
solid as long as the drop is small enough that gravi­
tational distortion of the shape is negligible. The 
contact angle is defined as the angle between the 
solid-liquid interface and the liquid-gas interface at 
the edge of the drop. In 1805, Thomas Young stated 
(without prooD that the equilibrium among the at­
tractive forces between particles of fluid and par­
ticles of solid will cause the fluid to form a certain 
angle with the solidY61 This angle was defined by 

(6) 

where the F., F.1, and F1 refer to the forces of the 
solid, the common surface, and the liquid, respec­
tively. This was the genesis of Young's equation, a 
mechanical balance of rather ill-defined forces . In 
introductory texts, Young's equation is often taught 
as a force balance at the edge of the drop. While this 
model of a force balance is convenient and easy to 
teach, many students find it unsettling. They see 
little logic in a force balance in the horizontal direc­
tion, but not in the vertical direction. They may also 
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have trouble conceiving surface energy as a 
force per linear distance because most chem­
istry courses introduce y as an energy per 
surface area. 

Of course, both of these apparent incon­
sistencies can be adequately addressedY1

•
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There is a force balance in the vertical di­
rection: just as students learn in their intro­
ductory physics course, when you push 
against an immovable wall, the wall exerts 
an equal force in the opposite direction, so 
the solid substrate exerts an equal force in 
the downward direction at the three-phase 
boundary. Interesting experimental evidence 
of this vertical force is shown by drops o\ 
liquids on elastic hydrogels-the drops ac­
tually pull the hydrogel upward at the pe­
riphery of the dropY91 

Unlike Young, Willard Gibbs related the 
contact angle to the more familiar concept 
of surface energy. He proposed that the 
three-phase boundary line (between an in­
soluble solid and two fluids) would displace 
along the solid surface until it reached a 
point at which any further displacement of 
the line would create an increase in the free 
energy associated with the three-phase 
boundary line. l201 This condition of equilib­
rium reduces to 

'Y Iv COS 0 = 'Y sv - 'Y sl (7) 

which has the same form as Young's equa­
tion, but which employs surface energies 
instead of surface forces. While the student 
may feel more familiar with the language of 
surface energy, Gibb's derivation is usually 
not intuitively obvious. It also has the draw­
back (as does Young's derivation) that the 
derivation is done in two-dimensional space. 
Most classical textbooks on colloidal and sur­
face chemistry derive Young's equation us­
ing free energy concepts and a differential 
change in contact area. cu,isi 

A CONCEPTUALLY 
STRAIGHTFORWARD APPROACH 

A straightforward approach to teaching 
the concept of contact angle and incomplete 
wetting is to combine the familiar rule that 
"a system moves to its state of lowest free 
energy" with a simple model of a liquid drop 
contacting a solid surface. Referring to the 
discussion of the spreading coefficient, we 
see that if 
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'Y sv < 'Ylv + 'Ysl 

then the free energy of the system is not minimized at a state of 
complete spreading, and so the drop will not spread completely. 
The question now becomes, "How far must the drop spread to 
minimize the free energy of the system?" The answer is given 
by formulating the equation that describes the change in free 
energy: we simply subtract the energy "before" from the energy 
"after" the drop wets the surface. The surface energy before the 
drop contacts the surface is 

Total surface energy before = STY sv + 4 7t rf 'Ylv (8) 

where ST is the total area of the solid surface and rd is the 
radius of the drop. After the drop has contacted the surface, it 
spreads to form a spherical cap with a contact angle 0 as shown 
in Figure 2. The total surface energy after the wetting of the 
drop is 

Total surface energy after= (ST - A, hsv + Ac'Ylv + A1'Ysl (9) 

where A1 is the area of the interface between liquid and solid, 
and~ is the liquid-vapor interfacial area of the spherical cap of 
liquid. A1 and~ are given by 

(10) 

and 

Ac = 21tr;(l - cos0) (11) 

where re is the radius of curvature of the spherical cap. The 
change in free energy of the system is found by subtracting Eq. 
(8) and Eq. (9) 

L1G = 21tY1v(r;( l-cos 0)-2rJ)+1tr;(1-cos2 e)('Ysl -Ysv) (12) 

The minimum in free energy is found by equating to zero the 
derivative ofEq. (12) with respect to cos 0, and then solving for 
cos 0 

di1G { [ dr; 2] 2 2 dr;} d(cos0) = O=7t 2Y1v (1-cr)dcr-rc - 2crrc (Ysi-Ysv )+(l-cr )(Ys1-'Ysv)dcr 

(13) 

where cr is a shorthand notation for cos 0. The spherical cap has 
constant volume 

B efore 

~ ---Y,, 
~ Ysv 

So li ! • ( 

After 

Figure 2. Process of partial spreading of a liquid drop 
to form a spherical cap with radius re and contact 

angle 0 on the solid. 
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V - 7tr3 (i -CJ + CJ3 ) 
- C 3 3 

so we can use implicit differentiation under condi­
tions of constant volume to derive that 

dr; 2r;( l-CJ)2 

do = 2 - 3CJ + CJ3 (14) 

Combining Eqs. (13) and (14) and solving for cr gives 

CJ = cos 0 = ( y sv - y sl ) 

Ylv 

which is identical to Eq. (7). 

DISCUSSION 

(15) 

This derivation contains several important points 
that the students should understand about wetting 
and contact angles. On the practical side, nearly all 
liquids partially or completely spread on solid sur­
faces. It is very rare to have a contact angle of 180° 
(no wetting). Equation (15) indicates that an angle 
of 180° would require Ysl = Ysv + Ytv· This is rarely the 
case for aqueous solutions or organic liquids because 
the interfacial free energy usually has a value that 
is less than Yiv• In the case of liquid metals (such as 
mercury) on organic solids, Yiv and y.1 are both so high 
that Ysv becomes negligible and a contact angle of 
180° is approached. This does not mean that "water­
proofing" a porous surface is impossible. If the con­
tact angle is greater than 90°, capillary pressure will 
resist the penetration of a liquid into a porous solid. 

Another point on the practical side is that this 
derivation employed an ideal system that assumed 
the absence of gravity, surface roughness, surface 
contamination, surface chemical heterogeneity, sur­
face mobility, liquid viscosity, line tension, or other 
real effects that often cause contact angles to depart 

Id ea l 
Int e rmediat e 

Figure 3. Real and hypothetical ideal paths of an arbi­
trarily shaped liquid forming a spherical cap on a solid. 
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from the contact angle predicted by Eq. (15).c21J These 
real complications and departures from the ideal 
case can often aid in understanding the nature of 
complex surfaces, but they are not the focus of this 
discussion. (More information on these topics can be 
found in references 17 and 21. ) In some very clean 
and specialized experiments, all of these complica­
tions can be eliminated with the exception of gravity 
and line tension. 

If one cannot eliminate gravity and line tension 
effects in real measurements, one should at least 
understand what perturbations they may impose 
upon the theoretical contact angle. Gravity always 
distorts the drop shape from a spherical cap to an 
oblate spheroidal cap, but this distortion is negli­
gible for sufficiently small drops. For example, with 
water on polyethylene, gravity distortion becomes 
noticeable if the drop volume is greater than about 
2µ1. This distortion causes the surface area of the 
cap (A.,) and the interface area (A1) to increase over 
that of the ideal case. 

Line tension is the one-dimensional analog to sur­
face tension and can be defined as the excess free 
energy per distance at the three-phase boundary 
line between the liquid, solid, and vapor at the pe­
rimeter of the cap. Assuming that the free energy 
contribution from line tension is positive, a drop will 
not spread as far (compared to the case without line 
tension) before it reaches the minimum in free en­
ergy, and thus it will have a larger contact angle 
than predicted by Eq. (15). Both gravity and line 
tension contribute to the free energy of the system, 
and the net result upon equilibrium contact angle is 
still a subject of controversy.c221 

In the ideal case neglecting gravity and line ten­
sion, the contact angle is independent of the initial 
spherical drop size. The following argument also 
shows that contact angle is independent of initial 
drop shape; i.e., a volume of liquid or arbitrary ini­
tial shape will form a spherical cap having Young's 
contact angle. Given that the resultant drop shape 
and contact angle is only a function of the free en­
ergy state, we can break the pathway of going from 
initial to final energy state into two hypothetical 
paths, neither of which may have actually occurred, 
but which represent the change in free energy states 
of the system (see Figure 3). The first path mini­
mizes the free energy of the liquid shape by forming 
a sphere not yet in contact with the surface. The 
second step minimizes the free energy after the liq­
uid sphere contacts the surface and results in a 
Young's contact angle according to the derivation 
presented above. Since both steps are minimizations 
Continued on Page 193. 
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FREE ENERGY OF WETTING 
Continued from page 187. 

in free energy, the total path represents a minimum 
in free energy, and Young's angle is the result. 

In summary, when.a liquid contacts a solid, either 
partial or complete wetting occurs. The extent of 
wetting is determined by a simple thermodynamic 
rule familiar to all students: the system will move to 
the state of lowest free energy. Although the rules 
are simple, the implications of the rules are pro­
found and can have important consequences in many 
areas of applied chemistry. 
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REVIEW: HAZOP and HAZAN 
Continued from page 167. 

tive risk assessment" (QRA) or "probabilistic risk 
assessment" (PRA). This chapter includes very 
introductory material on calculating human risks 
and equipment reliability. There is an interesting 
section on calculating the cost of saving a life, 
demonstrating a huge range of cost values for 
various activities. 

Chapter 4 is a manager's guide to hazard analysis 
and discusses the problems associated with hazard 
analysis in a managerial environment. 

Chapter 5 discusses the most common objections 
raised against HAZOP and HAZAN, and the 
author provides a convincing case for applying 
these techniques. 

Chapter 6 is a very short chapter which dis­
cusses sources of data and confidence limits, and 
Chapter 7 presents an interesting history of 
HAZOP and HAZAN. 

I am a considerable fan of the author, Trevor Kletz, 
and buy all of his books as soon as they are pub­
lished. He uses a powerful technique of mixing case 
histories with discussion to provide convincing cases 
for his material. Furthermore, he has a unique way 
oflooking at things and often arrives at an "obvious" 
result that no one else even thought of. 

The content of this book is introductory in nature 
and would be suitable for anyone with an interest in 
learning about basic HAZOP and HAZAN methods. 
It does not discuss techniques for decomposing large 
process units into suitable subunits for HAZOP 
analysis, a major problem for industrial practi­
tioners, nor does it include some of the more recent 
organizational methods for managing a large HAZOP. 
There are some simple calculations related to equip­
ment reliability, but nothing particularly difficult 
for chemical engineering students. 

This book, along with Trevor's other books, would 
be a suitable reference or supplemental material 
for a chemical engineering design course or a course 
in chemical process safety. The students would be 
most responsive to the case histories and examples 
that are provided. 0 
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