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I n 1986, the School of Chemical Engineering at Purdue 
University began a revision of its senior-level capstone 
laboratory courses, including the development of a se­

ries of computer-simulation experiments described else­
where. [1•7l For each computer simulation, the students are 
given a budget (i.e., $35,000) that is the amount they can 
spend on experimental runs, wages, and consultation fees. 
The computer also keeps track of the "virtual" time the 
students use for each run and charges extra for work that has 
to be done on weekends. 

This paper describes the results of an evaluation of the 
effect of using these simulations. It is based on three as­
sumptions: 

• When we change what we teach, or how we teach, we change 
what the students learn. 

• A systematic evaluation should be done whenever major 
changes are made in an established curriculum. 

• Systematic evaluations should look behind the facade of 
answers to the questions, "Do the students like it?" toward 
deeper questions such as "What will students learn that they 
were not learning before?" and "If we could provide 
students with a voice to express their opinions and concerns, 
what changes would they recommend?" 

The basic research question behind this study was: "How 
do the students' experiences with computer simulations com­
pare with their experiences with traditional laboratory ex­
periments?" Corollary research questions included: "What 
did the students perceive as a valuable experience in both 
laboratory formats?"; "How did the students' decision-mak­
ing processes and other group-related interactions differ be­
tween the two formats?"; "What do the students believe 
makes the computer-simulation experiment a legitimate ex-

ercise to include in the chemical engineering curriculum?" 

DEVELOPING EVALUATION METHODS 

The study was based on a collaboration between members 
of a chemical education research groupl81 and faculty and 
staff from the School of Chemical Engineering who had 
developed and implemented the computer simulations. We 
began by scrutinizing a list of questions generated by Profes­
sor R. G. Squires and Dr. S. Jayakumar for use in a quantita­
tive study of student attitudes toward the simulations. Some 
of the questions were retained and others were modified to 
make them either less complex or less "leading." The result 
of this review was a 15-item five-point Likert-scale ques­
tionnaire that included space for students to write additional 
comments and/or suggestions. The questionnaire was given 
to the students after they had completed both a traditional 
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experiment and a computer-simulation ex-
TABLEl periment. Results of this survey for stu-

Survey Percentage Responses* dents from two semesters are summarized 
in Table 1. 

Item Statement At:!_ee Neutral Disagree Avg. 

I. I like using computer simulations. 91 3 6 4.2 
The authors developed a qualitative com-

ponent of the evaluationC91 based on struc-
2. When using the computer simulation, I worried that my 22 16 62 2.4 tured interviews with individual students or 

data would be lost, or that the program would fail. 
with groups of students; observations and 

3. Time and budget constraints made the computer 86 3 11 4.2 
experiments more realistic. field notes collected in the laboratories, writ-

4. The conventional lab experiments worked bener that the 5 ll 84 1.9 ten comments from the surveys described 
computer experiments. above, and interactions with the students 

5. The video tour of the plant added linle to the value of the 30 30 40 3.0 in the labs. As those fa miliar with quali-
computer experiment. tative techniques might expect, the quali-

6. It was easy to learn and operate the computer simulation. 95 0 5 4.3 tative component provided the "richest" 
7. Computer-simulation experiments intimidate me. 6 8 86 1.8 source of data for this study . 
8. The speed of data acquisition in the computer experiments 6 5 89 1.7 

Collection of qualitative data began with makes me uneasy. 

9. Computer experiments allowed me to focus on the prin- 82 10 8 4.2 the researcher sitting in a comer of the tra-

ciples to be learned rather than on the details of ditional lab, taking field notes as he ob-
operating a particular piece of equipment. served what was happening. The students 

IO. Computer experiments are more interesting that conven- 40 38 22 3.3 would frequently start conversations with 
tional experiments. the researcher, asking what he was doing 

11. One disadvantage of computer experiments is that I do 60 24 16 3.6 there and relating what they thought about 
not gain experinece with the real plant equipment. 

the experiment they were doing or what 
12. I would like to see more computer-simulated experiments 73 14 13 3.8 

in the chemical engineering curriculum. they thought or had heard about the com-

13. I would rather work on a computer simulation because it 27 27 46 2.8 puter-simulation experiments. Frequently the 

is less hazardous than a conventional experiment. students would physicall y point out things 

14. Conventional experiments give me a bener sense of the 54 22 24 3.6 that were working or not working with their 
kinds of problems likely to be encountered in industry. traditional experiments, which helped the 

15. My group cooperated better during the conventional lab 13 43 44 2.6 researcher gain an understanding of the ex-
experiments. periments the students were performing. 

16. The design problem imposed by the computer simulation 30 22 49 2.8 
is not as challenging as those encountered during conven- As these interactions continued, the re-
tional experiments. searcher found it useful to switch from the 

17. A higher percentage of our time was spent planning the 86 3 ll 4.1 role of an objective observer sitting in a 
design of computer experiments. comer of the room taking notes to that of a 

18. The computer simulation allowed me to study problems 78 19 3 4.0 participant-observer, listening to and talk-
that are more complex and realistic than the conventional ing with students while they worked. The 
experiments. 

students also seemed more comfortable with 
19. Computer simulations allow me to make more effective 95 5 0 4.4 

use of time by reducing the amount of time needed to this approach. The result was an environ-
run experiments. ment in which a good rapport was devel-

20. The conventional lab experiments were easier to learn 6 8 86 1.9 oped between the researcher and the stu-
and operate than the computer experiment. dents prior to the structured interviews. This 

21. Computer simulations are a good way to learn new 79 22 0 4.1 approach also provided the researcher with 
processes and concepts. a set of experiences that allowed him to 

22. Computer simulations work bener than the conventional 60 35 5 3.8 prod the students' memories during the 
experiments. 

subsequent interviews when they were 
23. Computer simulations are more likely to "work" than 81 14 5 4.1 

conventional experiments. asked to compare the two different labo-

24. Overall, I think the present combination of computer 57 14 29 3.4 ratory formats . 
simulations and conventional experiments is appropriate. Observations collected while students 

*This table summarizes the results of two semesters. We combined the "Strongly 
were working in the computer lab did not 

Agree" and "Agree" responses into one category-"Agree." "Strongly Disagree" and 
prove useful because most of the decision-

"Disagree" have been combined into the "Disagree" category. The "Undecided" making process had already been accom-
responses are indicated as "Neutral (N) ." plished during group meetings before the 

students came to the lab and the students 
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were less likely to involve the researcher in their activities 
while they worked with the computer. Insight into these 
group meetings and the interactions between members of the 
group was provided by the structured interviews, however. 

The structured interviews were the core of the qualitative 
evaluation methods. The researcher developed a list of ques­
tions that he wished to cover during the interviews, covering 
many of the same topics as the Likert-scale surveys so that 
the researcher could triangulate his conclusions from differ­
ent data sources.[1°1 Using the structured topic list pro­
duced interviews that followed a similar pattern, but the 
students had ample opportunity to bring up any subject 
they felt appropriate. 

The interviews were recorded, transcribed, and then ana­
lyzed using the method of inductive analysis.[ 111 The analysis 
consisted of reading the transcripts multiple times and con­
densing the students ' comments to common and uncommon 
categories by literally cutting and pasting together similar 
comments obtained in different interviews. 

QUANTITATIVE RESULTS AND DISCUSSION 

The results of the Likert-scale survey indicated that the 
students liked using the simulations (91 %; Ql); found the 
simulations easy to learn and operate (95%; Q6); reported 
that the computer simulations did not intimidate them (86%; 
Q7); would like to see more of them (73%; Ql2); believed 
that the computer simulations allowed them to study more 
complex and realistic problems (78%; Q18); valued the bud­
getary constraints included with the simulations, which made 
the simulations more realistic (86%; Q3); and believed that 
they spent a higher percentage of their time planning the 
design of the computer simulation (86%; QI 7), which sug­
gests that the simulations provide the students with an expe­
rience that is different from the traditional lab. The students 
liked the simulations for a variety of reasons, including the 
fact that they were more likely to work than the traditional 
experiments (81 %; Q23), thus giving the students reason­
able and workable data. 

The computer simulations were very different from tradi­
tional labs because of the speed with which data could be 
acquired. This did not bother the students or make them feel 
uneasy about the computer experiment (89%; Q8). In fact, 
they felt that this made more efficient use of their time (95%; 
Q19). The students felt the simulations allowed them to 
focus on the principles involved in an experiment (82%; Q9) 
and therefore were a good way to learn new processes and 
concepts (79%; Q21). But a majority (54%; Q14) of the 
students felt that the traditional experiments gave them a 
better sense of the problems likely to be encountered in 
industry. Thus it is not surprising that a majority (57%; Q24) 
felt that the present combination of computer and simulation 
experiments was appropriate. 

The quantitative results produced a sense of conflict, or 
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dualism, in the students ' opinions. They simultaneously be­
lieved the computer simulations are a good instructional 
technique that helped them better focus on the principles 
they were expected to apply, and at the same time that the 
traditional experiments gave them a better sense of the 
problems they might encounter in industry . The source of 
this dualism cannot be extracted from the results of a 
Likert-scale survey, but they can be obtained by triangu­
lating this data source with the results of qualitative 
research techniques. 

As we will see, the students simultaneously regarded the 
computer simulations as both "good" and "bad." They are 
good because they allowed students to tackle more complex 
problems in which they were compelled to proceed with 
realistic budgetary and time constraints, and because these 
experiments were more likely to "work," providing the stu­
dents with data that allowed them to complete a realistic 
scale-up. The simulations are "bad" because they are not 
real ; they cannot fail in the same way a traditional experi­
ment would fail. Even though the students tended to value 
the ability to focu s on important conceptual engineering 
issues in the simulation experiments, they recognized 
that this "ability" has little to do with the world in which 
they actually live. 

QUALITATIVE RESULTS AND DISCUSSION 

Twelve students were interviewed after they had com­
pleted one experiment of each type. The theoretical frame­
work for this portion of the study falls within the domain of 
hermeneutics[ 121 in the sense that we are trying to give stu­
dents the opportunity to be heard, to have a "voice," through 
interpretations of the meanings of their statements and ac­
tions. The interviews were used to probe more deeply into 
the students' experiences, opinions, and beliefs about tradi­
tional versus computer-simulation experiments; to probe how 
students constructed the knowledge they gained from doing 
the lab experiments; to examine how they perceived com­
puter-simulation experiments (e.g., as just one long equation 
to be worked out with data generated by the -computer or as a 
chance to do meaningful engineering work similar to that 
done in industry); to explore their opinions on whether the 
computer simulations were more (or less) realistic than tra­
ditional experiments; to discern whether the simulations re­
quire a particular teaching style from the instructor; and to 
determine the aspects of the computer simulation that make 
it more (or less) difficult than the traditional experiments. 

In some ways, the students felt the computer simulation 
was more realistic, and perhaps more difficult, than their 
other experiments. (In the following vignettes, "I" stands for 
the interviewer and the names are nicknames given to pro­
tect the students' identities.) 

I: You were talking about the computer simulation being 
more "in-depth. " What did you mean by that ? 
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Andy: Instead of dealing with the unit, you dealt with more of 
what you 'd deal with in the real plant .. . the computer inter­
faced you to multiple types of equipment and more "real " 
equipment than you would use in industry rather than just the 
small glass tube that we used f or the cation exchange. And I 
thought that was better because you get more of a full view of 
the operation rather than just one small aspect of it. 

Jody: In addition to that, too, we had a budget that we had to 
follow. Which is gonna be true in real life once we graduate 
and do what we need to do to get data and stuff like that. 

The time and budgetary constraints imposed on the com­
puter-simulation experiments had the tendency to change 
the students' decision-making process by forcing them to 
reflect on their decisions before taking actions , as illus­
trated by comments made by Adam and Don, who were 
in separate groups. 

Adam: It made it more "real- world" I guess. Before, on the 
other experiments, if you wanted to ask the professor a ques­
tion, we 'd just go up and ask; even if it was just a stupid 
question. Now if we wanted to talk to the professor it would 
cost us $500 for a consulting f ee. It made you stop and think 
about it instead of just running up and asking the professor 
when you could have figured it out yourself if you 'd just have 
thought about it. 

Don: It was good to have a budget. If there was no actual 
planning involved, with no budget, we would just have run it 
for hours and hours and had stacks of paper for results. We 
wouldn 't have thought about what we were doing. 

These comments are echoed by the results of the survey, 
which showed that the majority of the students felt that use 
of budget and time constraints made the simulation more 
realistic than the traditional laboratory experiments. Darrin 
and Laura found the realism introduced by the budget/time 
constraints intimidating. 

I: Let me ask you about the computer simulation. What did 
you think of it when you first saw it? 

Darrin: Hehl Intimidating. 

I: How ? 

Darrin: Well, even though we sat through a whole lecture, I 
f elt that I really didn 't know where to begin, and really I was 
ready to get another apparatus - experimental problem. With 
this [comp. simulation} I had no idea how to start. I was 
afraid that I was going to make a mistake . . .. And plus there's 
this thing that if you ask a question it would cost you like $500 
or something. [consultation f ee] So you 're kinda tentative. 

Laura provided insight into why her group felt intimidated 
by the computer experiment when she responded to a ques­
tion that asked for her impression of the computer simula­
tion. 

Laura: I was scared because it wasn 't like any of our other 
labs were, even if you, like, totally get bad data ... you don 't 
have anything to lose. You can still write up your report and 
say that your results are no good. But on this lab [computer 
simulation] you have to find your constants. 
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The problem was simple-there was no place for the stu­
dents to "hide." They could not gloss over or "fudge" poor 
data collected during the computer experiment the way they 
said they could when discussing traditional experiments. 

· Darrin and Laura' s comments are not representative of the 
perceptions of the group of students who completed the 
computer experiment during the evaluation, but their com­
ments raise an important issue in evaluation. Historically, 
evaluations of curriculum-reform projects have been based 
on what we have called a "sports-mentality" approach_r 13J 

Statistical techniques , such as at-test on the mean scores 
of some measure of performance of students in experi­
mental versus control sections of the course, are used to 
answer the questions "Is the new curriculum better or 
worse than the old curriculum?" 

Darrin and Laura's comments remind us that any substan­
tive change in curriculum will have both positive and nega­
tive effects. Some students will benefit, but others will be 
hurt. Evaluative studies, such as this one, allow one to search 
for both effects and then probe what additional changes 
could be made to maximize the positive effect and minimize 
the negative effect. 

Darrin and Laura's interviews identified another source of 
differences in students' perceptions of the computer simula­
tions-the amount of success the students felt they had en­
joyed. In general, the students who were interviewed felt 
that they had enjoyed success with the computer simulation. 
Darrin and Laura' s group did not share this perspective, 
however, as illustrated by the following comments: 

/: What was the computer simulation supposed to do and 
what did it really do as you look back on it now? What was it 
supposed to represent? 

Darrin: I think that it was supposed to represent a better way 
. . . of solving a large problem that we could never have 
solved on a laboratory scale. With the amount of trials we 
ran . . . it was supposed to demonstrate how much work you 
could get done, ... how many trials you could get done on the 
computer. But what it turned out to be was just trial and 
error. 

Laura: I think that what the .. . simulation was doing was to 
show us how we can use a computer to simulate something 
and then to optimize conditions. And then apply them to an 
actual plant or whatever. And, . .. I guess it did it, ... I don 't 
know! I don 't really know because I still don 't really under­
stand how our values correlated to the actual running of the 
simulation and the running of pilot plant . .. . I don 't really 
think that I learned anything from it. I just learned to manipu­
late what we were trying to do . . . I 'm still a little unclear on 
some things. 

The interviews provided useful information about the stu­
dents' perception of the role of the computer in their re­
sponse to the question "Which experiment gave you the best 
experience?" 

Dallas: [The computer experiment] was the best. Granted, 
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that they wanted to try to give us some sort of real-life simula­
tion . . ,. what it 's like in real industry . ... We were actually 
able to get our numbers and do our scale-ups, and do our 
actual engineering work without trying to mess around trying 
to get something to work. Or trying to get some data or 
making up data . .. we were actually able to do engineering. 

Don: [ In the computer experiment] you could kind of estimate 
sort of where .. . what would happen under certain circum­
stances. Whereas in the experimental part of the regular lab, 
you would get such confusing results. It was so difficult to try 
to extrapolate that onto any large scale. We basically said, 
"We'll just have to throw this out and we 'll see what some­
body else did or make up something. " 

These comments reflect the common perception among 
students that the simulations were more likely to work 
than the traditional experiments; that they could acquire 
feasible data from the computer simulation. But other 
students questioned whether the computer simulation gave 
them the best experience. 

Adam: The best experience was probably with the water 
cation exchange, just because we did a lot more research with 
that to learn how to get the right data and stuff like that. The 
computer simulation was interesting but pretty much all the 
data was right there in front of you. . . . The computer 
simulation was pretty neat. But it was a lot of wasted time for 
three people to sit there and do it, because only one person 
could get on the computer and run it. 

Ruth and Tina provided further insight into the computer 
experiment. 

Ruth: With the computer experiment all we did was calcula­
tions, ... with the spreadsheet and stuff That 's all we did. The 
whole lab was one big long calculation. 

Tina: The whole lab was just finding numbers you had to put 
in the simulation. You had to work through a bunch of equa­
tions. 

EFFECT OF THE PROFESSOR'S TEACHING STYLE 

Unlike surveys, which can only provide answers to ques­
tions that are explicitly stated, interviews often provide data 
on topics or questions one might not have anticipated. Con­
sider the role of the professor' s teaching style, for example. 
This topic was not covered in the survey, but the interviews 
showed that it had a significant impact on the students' 
experiences. It was clear from the interview data that the 
professor's "hands-on" teaching style during the planning ses­
sions had a direct impact on the students' perception of the 
computer simulations and the success of these simulations. 

CONCLUSIONS 

The results of this study suggest that it would be a mistake 
to ask which laboratory format is "better" for students. They 
indicate that computer simulations and traditional experi­
ments have different roles in the curriculum because they 
emphasize different aspects of engineering and require both 
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different levels and types of expertise. 

Students who were frustrated with traditional lab equip­
ment seemed to enjoy "actually doing" the engineering re­
quired to tackle the complex problems provided by the com­
puter simulation. They did not have to worry about "making 
up data ... or seeing what someone else did" when the 
traditional lab failed. For these students, the computer simu­
lations were more "realistic" than the traditional lab that 
gave results students described as " . .. I'd turn it in for a 
grade but I certainly wouldn't buy it!" For other students, the 
simulations were less "realistic" because they cannot fail , 
the way a traditional lab fails . 

This study provided insight into the role of the environ­
ment in which computer simulations are implemented. Our 
results clearly indicated that budgetary and time constraints 
played an important role in making the computer simula­
tions seem "realistic"-so realistic that a few students felt 
intimidated by this aspect of the simulations. 

This study also suggests that computer simulations, by 
themselves, are not magic bullets that provide instructional 
and pedagogical benefits for the students in the absence of a 
human interaction between the students and the instructor. 
They are best thought of in terms of being a tool for instruc­
tion rather than a replacement for the instructor. 

The authors hope that this study leads others to recognize 
the importance of asking the correct questions when evaluat­
ing curriculum reform projects, as required by ABET and 
NSF, and the importance of collecting qualitative inter­
view data to both reinforce quantitative data collected in 
anonymous surveys and to provide a deeper understand­
ing of the effect of curriculum changes on students ' atti­
tudes and opinions. 

ACKNOWLEDGMENTS 

The authors wish to thank Professor Robert Squires and R. 
S. Jayakumar of the School of Chemical Engineering for 
their support throughout this evaluation study. 

REFERENCES 
1. Squires, R.G., G.V. Reklaitis, N.C. Yeh, J .F . Mosby, I.A. 

Karimi, and P.K. Anderson, "Purdue-Industry Computer 
Simulation Modules: The Amoco Resid Hydrotreater Pro­
cess," Chem. Eng. Ed., 25(2), 98 (1991) 

2. Squires, R.G. , P.K. Anderson, G.V. Reklaitis , S. Jayakumar, 
and D.S. Carmichael, "Multimedia-Based Educational Ap­
plications of Computer Simulations of Chemical Engineer­
ing Processes," Comp. Appls. in Eng. Ed., 1(1), 25 (1992) 

3. Jayakumar, S. R.G. Squires, G.V. Reklaitis, P.K. Anderson, 
K.R. Graziani, and B.C. Choi, "The Use of Computer Simu­
lations in Engineering Capstone Courses: A Chemical Engi­
neering Example-The Mobil Catalytic Reforming Process 
Simulation," Internat. J. of Eng. Ed. , 19(3), 243 (1993) 

4. Jayakumar, S., R.G. Squires, G.V. Reklaitis , P .K. Anderson, 
and L.R. Partin, "Purdue-Industry Computer Simulation 
Modules 2: The Eastman Chemical Reactive Distillation 
Process," Chem. Eng. Ed., 27(2), 136 (1993) 

Chemical Engineering Education 



5. Jayakumar, S., R.G. Squires, G.V. Reklaitis, P.K. Anderson, 
and B.K. Dietrich, "The Purdue-Dow Styrene-Butadiene 
Polymerization Simulation," J. of Eng. Ed., 84(3), 271 (1995) 

6. Jayakumar, S. , R.G. Squires, G.V. Reklaitis, and K.S. Grassi, 
"Simulating the Air Products Cryogenic Hydrogen Reactive 
Cooling Process," Chem. Eng. Ed., 29(1), 26 (1995) 

7. Squires, R.G., K. Kuriyan, S. Jayakumar, G.V. Reklaitis, M. 
Evans, B. Morra to, and R. Gutwein, "The Procter and Gamble 
Decaffeination Project: A Multimedia Instruction Module," 
Comp. Appls. in Eng. Ed., 4(4), 269 (1996) 

8. Bodner, G.M., and J.D. Herron, "Completing the Program 
with a Division of Chemical Education," J. of College Sci. 
Teaching, 14(3), 179 (1984) 

~ 9 ij book review ) .. _._..._ _______ _ 
Alternative Fuels 
by S. Lee 
Taylor & Francis, Bristol, PA; 485 pages, $83.95 (1996) 

Reviewed by 
Thomas R. Marrero 
University of Missouri-Columbia 

Knowledge of chemical processes is important in the de­
velopment of more environmentally friendly fuels because 
of the implementation of stricter constraints on energy utili­
zation by almost all nations . The main objective of Alterna­
tive Fuels is to comprehensively describe the science and 
technology of various process treatments for the clean use of 
coal and coal products, synthesis gas, alcohols, shale oil 
crude, biomass, and solid wastes. This ambitious objective is 
presented in eleven topical chapters that include current 
references to the state-of-the-art for each type of fuel pro­
cessing. Dr. Lee has successfully compiled a comprehensive 
collection of pertinent data and information that were scat­
tered throughout the literature. Alternative Fuels is necessar­
ily lengthy, but neat, clear, and consistent. It can well serve 
as a chemical engineering text and as a reference book for 
practicing engineers and researchers. 

Alternative Fuels, a book in the Applied Energy Technol­
ogy Series, has 485 pages, 172 one-line process diagrams, 
graphs, and sketches, and 96 tables of data. The index lists 
470 subject terms, excluding numerous sub-terms. All these 
features succinctly provide a wealth of informative data that 
is easily accessed by the reader. In addition, each chapter has 
a set of problems (useful for students), and a solution manual 
is available. It has 586 references, with 250 of them pub­
lished since 1990. References to relatively inactive clean­
coal technologies, such as oil shale, shale oil, and tar sands, 
are primarily taken from studies published prior to 1980. 

The first chapter presents a global overview of energy 
production, consumption, and reserves for coal, gas, and oil. 
Additional data are presented for electric power generation 
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from renewable energy sources: biomass, geothermal, hy­
droelectric, solar, and wind. This chapter summarizes the 
global energy situation with 18 graphs and 13 tables. 

Chapter 2, in 60 pages, focuses on three major topics that 
could produce environmentally clean solid and liquid fuels 
from processed coal. First, the basic properties of coal are 
presented along with safety issues related to coal mining and 
environmental issues related to coal combustion. In the sec­
ond part, many developments in coal technology are de­
scribed for use as a means to clean fuel. The third part of 
Chapter 2 presents environmental issues and regulations, 
particularly related to coal mining. 

Chapter 3 deals with coal gasification, which includes a 
series of processes that convert coal containing C, H, and 0 
as well as impurities such as S and N into fuel and/or synthe­
sis gas. A total of 10 gasification processes are summarized 
in about 30 pages. Then the equations are presented for 
stoichiometry, thermodynamics, and reaction kinetics rela­
tive to coal gasification. 

Chapter 4 presents more than two dozen processes to 
develop alternative liquid fuels from coal by pyrolysis, di­
rect and indirect liquefaction, and several other known es­
tablished chemical-process techniques. This material does 
not include process economics. 

The next topic, Chapter 5, is the development of gas fuel s 
from coal. This material summarizes pertinent advances in 
the DOE (multibillion dollar) Clean Coal Technology Pro­
grams and an extensive discussion of Integrated Gasification 
Combined Cycle (IGCC) systems. The IGCC technology eco­
nomics are discussed. Advantages and disadvantages of com­
bined-cycle systems are delineated as potential sources of fuel . 

Chapters 6, 7, and 8 are presentations of more established 
technologies (coal slurry, oil shale, and tar sands) as poten­
tial sources of fuel. The coal slurry focuses on transportation 
and handleability, but no economics. Descriptions of oil 
shale and tar sand are focused around process diagrams and 
pertinent chemical reactions. 
---------------continued on page 83. 
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