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Abstract 

The spread of fake news has emerged as a critical challenge 
in the digital era. Confusion and conflict can arise if people 
mistake fake news for real news. Thus, advanced detection 
methodologies are desired. This paper aims to identify fake 
news, while addressing the issue of class imbalances. We em-
ploy multi-class fake news detection, an advanced methodol-
ogy beyond traditional binary classification. We highlight 
CNN’s better performance over the baseline BERT model in 
the literature, with improvements in accuracy, precision, re-
call, and F1-Score. We uniquely experimented with four 
model variants: CNN and BERT with both trainable embed-
dings and BERT embeddings. Our experiment demonstrates 
CNN's effectiveness in identifying text patterns. To address 
class imbalances, we experimented with three different bal-
ancing methods. Our study includes fine-tuning ChatGPT for 
multi-class classification. The result indicates notable limita-
tions in ChatGPT's automated classification, which high-
lights the complexities of AI-based categorization. Our find-
ings demonstrate the CNN model's efficiency and effective-
ness, and show the intricacies of fake news detection. These 
insights confirm the need for advanced AI methodologies in 
combating misleading information. 

 Introduction   

The proliferation of fake news has become a serious issue in 

the digital age, posing significant challenges in public 

health, political discourse, economic activities, etc. (Shush-

kevich et al. 2023; Vosoughi et al. 2018). Readers could 

mistake fake news for real news, or have less access to au-

thentic information; likely causing confusion of citizens and 

conflicts in society (Lazer et al. 2018). There are currently 

robust detection models in the literature (Li et al, 2022; Boj-

jireddy et al., 2021). However, previous work falls short in 

addressing the nuanced and complex nature of fake news as 

using binary detection as the paradigm. In this paper, we fol-

low work on multi-class fake news detection. That work 

adds to the true/false (or real/fake) dichotomy the additional 

categories 'partially false' and 'other.'  

 Our work delves into the application and comparative 

analysis of CNN model (Yamashita et al. 2018) and BERT 
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model (Devlin et al. 2018) for multi-class fake news detec-

tion. We chose CNN based on its robustness in pattern 

recognition (Bao et al. 2021) and proven success in NLP 

tasks (Zhu et al. 2021). CNN’s ability to identify patterns is 

important for detecting subtle cues of fake news (Hu et al. 

2020). On the other hand, BERT is famous for capturing 

contextual information (Vaswani et al. 2017). By comparing 

these models, we aim to unveil their respective strengths and 

limitations in fake news detection. 

 The issue of class imbalance often leads to skewed model 

training and biased outcomes (Johnson & Khoshgoftaar, 

2019). We address the imbalance in dataset with three dif-

ferent methods: class weight adjustments (Pedregosa et al. 

2012), Synthetic Minority Over-sampling Technique 

(SMOTE) (Chawla et al., 2002), and SMOTE combined 

with under-sampling (He & Garcia, 2009). The methodolo-

gies aim to create a balanced training environment, ensuring 

the model is learning effectively from all types of news in-

stead of only the majority.  

 We also compare the CNN & BERT model with 

ChatGPT with and without fine-tuning to assess ChatGPT’s 

effectiveness in categorizing news content into multiple 

classes. This provides critical insights into the capabilities 

and limitations of AI-driven classification models of mul-

ticlass imbalanced fake news.  

Related Work 

Fake news detection often uses machine learning ap-

proaches focused on binary classification. These studies em-

ployed traditional feature extraction methods such as TF-

IDF, combined with machine learning algorithms such as 

SVM and Naïve Bayes (e.g., Conroy et al. 2015; Shu et al. 

2017), or developed a range of machine learning detection 

models for performance comparison (e.g., Bojjireddy et al. 

2021).  

 The use of CNNs and RNNs, including LSTM networks, 

resulted in improving the models’ capabilities of pattern 

recognition (Wang 2017). This advanced the SOTA from 

 



surface-level analysis to a deeper, contextual understanding. 

The advent of transformer-based models such BERT, fur-

ther advanced text classification models. BERT's ability to 

understand contextual information substantially advanced 

the field of fake news detection (Li et al. 2022). By employ-

ing CNN-based, LSTM-based models, and BERT-based 

models across multiple datasets, Kozik et al. (2023) shows 

the robustness and versatility of NLP-driven hybrid models 

in fake news detection.   
 To address the challenge of class imbalances in training 

datasets, (Alghamdi et al. 2022) proposed an innovative ar-

chitecture, BERT-CNN-BiLSTM. Moreover, the applica-

tion of cross-validation (Refaeilzadeh et al. 2009) has be-

come essential in evaluating model performance. 

 The exploration of AI tools such as ChatGPT in news cat-

egorization represents a novel and promising approach (Iq-

bal et al. 2023). While the tools offer automated content 

analysis, they face challenges  in processing complex narra-

tives; highlighting the limitations of current AI technologies 

in fake news recognition such as multi-class classification 

(Bhowmik et al. 2023). 

Methods 

Dataset 

We used the data of (Shahi et al. 2021). They crawled mul-

tiple fact-checking sites (Shahi & Majchrzak, 2022). It con-

tained total 1263 news articles containing titles and con-

tents. Each news article has a label from ‘False,’ ‘True,’ 

‘Partially False,’ or ‘Other’, denoting ‘fake news”, “non-

fake news”, “partially fake”, or “other than the three” clas-

ses. (Shahi et al. 2021; Shahi & Nandini, 2020). Table 1 

shows the dataset distribution of each class label. The ma-

jority class (fake/false) exceeds 45%, while the non-fake 

(True) records are 16.7%, the Partially False (P.F.) 28% and 

the other class is 9%. The imbalanced multi-class dataset is 

more accurately reflecting the reality of different degrees of 

fake news (Shushkevich et al. 2023).    

Table 1: Data Label, Label Definition and Data Counts 

Class Label (Definition) Total 

False (The main claim is untrue.) 578 

True (The main claim is true.) 211 

Partially False (A mixture of true and false claim.) 357 

Other (None of above as lacking claim evidence.) 117 

Total data records 1263 

Deep Learning Models 

We selected CNN model for the multi-label classification.  

CNN shows  its simplicity and efficiency, with limited com-

putational resources (Taneja & Vashishtha, 2022). In addi-

tion, CNN excels in local feature extraction, and identifying 

indicative n-gram patterns, critical for fake news detection 

(Bao et al. 2021). CNN’s architecture includes a trainable 

word embedding layer, transforming tokenized words into 

dense vector representations. The embeddings are optimized 

during training to capture semantic relationships (Chollet & 

Allaire, 2018).  

   Figure 1 shows our CNN training process, beginning with 

separate tokenization of title and text, followed by embed-

ding each token into 128-dimensional vectors. The embed-

dings are processed through Conv1D layers to extract fea-

tures from word sequences. GlobalMaxPooling1D layers 

condense the features, which are subsequently merged using 

a concatenation layer. A dropout layer is applied before and 

after a dense layer with ReLU activation to mitigate overfit-

ting. A softmax-activated dense layer yields a probability 

distribution over predicted classes.  

 

Figure 1: CNN Model 

We compared our CNN model with a BERT model (Köh-

ler et al. 2022). BERT’s transformer encoder (Vaswani et al. 

2017) processes the entire input sequence at a time, allowing 

the model to process the contextual information of each 

word in relation to its neighboring words. We compare the 

two models with different embeddings, with trainable em-

bedding and BERT embedding.  

Addressing Class Imbalance 

Our dataset imbalance (Table 1) can undermine the model’s 

reliability and robustness. We experimented with CNN and 

BERT models with three methods to address the issue.  

 1) Class Weight Adjustments (Pedregosa et al. 2012) as-

signs higher/lower weights to minority/majority classes dur-

ing training. This ensures that models focus more on the 



under-represented class(es) without modifying the data. 

 2) Synthetic Minority Over-Sampling Technique 

(SMOTE) (Chawla et al., 2002) creates new instances by in-

terpolating between existing minority class instances to bal-

ance the class distribution. 

 3) A combination of SMOTE with under-sampling (He & 

Garcia, 2009), first applies SMOTE to oversample the mi-

nority, and then randomly removes instances from the ma-

jority class. 

Fine-Tuning ChatGPT 

Given the imbalanced dataset, traditional labeling methods 

were deemed insufficient. ChatGPT should provide a con-

text-aware approach to class labeling. We conducted two 

experiments with ChatGPT labelling. First, for each input 

news item, we asked the ChatGPT 3.5 model to classify the 

news with the prompt: “Please classify the above text as 

'partially false', 'False', 'other', or 'TRUE'.” Second, we fine-

tuned the ChatGPT 3.5 model with the training and valida-

tion sets. Among the 4-classification labels in our dataset, 

“Other” has the least amount of data items 117 (Table 1). 

To maintain the class balance, we combined the training and 

validation sets, and used 100 items for each class for train-

ing/validation with an 80/20 split. We then performed pre-

diction on test data, and compared with the actual labels to 

evaluate the model’s performance. 

Results 

We first compared our CNN model (using trainable embed-

ding) with the BERT model of (Köhler et al. 2022). We used 

the given training and validation set for model training and 

validation, while the literature used 90% of the training set 

for training and 10% of the training set for validation. Our 

training parameters were: batch size 32, 50 epochs with 

early stopping, and a learning rate 1e-3. The training param-

eters in BERT model were batch size 8, 10 epochs and a 

learning rate of 3e-5. Our CNN model had better precision 

and recall, while it didn’t improve the accuracy and F1-

Score (Table 2). These results were obtained prior to bal-

ancing and without cross-validation, and provide a baseline 

scenario. 

 We also compared the base models CNN and BERT with 

embeddings: each with trainable embedding or BERT em-

bedding. Trainable embeddings are learned as part of the 

model training process and evaluated for their adaptability 

and fine-tuning capability specific to our dataset, while 

BERT embeddings are pretrained with large language da-

taset and leverages contextual richness in data representa-

tions.  BERT models, especially with trainable embed-

dings, perform better in terms of recall, F-1, and overall ac-

curacy (Table 2). This experiment does not address class 

imbalances, nor does it apply cross validation. 

Table 2: Comparative Performance Analysis of CNN and BERT 

Models with Different Embeddings. 

Model (embedding) Preci-

sion 

Re-

call 

F-1 ACC. 

CNN (Trainable) 0.65 0.45 0.37 0.45 

CNN (BERT) 0.38 0.47 0.41 0.47 

BERT (Köhler et al. 2022) 0.44 0.44 0.42 0.56 

BERT (Trainable) 0.55 0.49 0.46 0.49 

BERT (BERT) 0.67 0.48 0.44 0.48 

Addressing Class Imbalance and Overfitting 

Class imbalance in our dataset is a significant concern. We 

experimented with (1) Class Weight Adjustments, (2) 

SMOTE, and (3) combining SMOTE with under-sampling.  

Table 3: Performance Analysis of CNN and BERT Models with 

Different Embeddings, addressing class imbalances using Class 

Weight Adjustments.  

 Precision Recall F-1 ACC. 

CNN (Trainable Emb.) 0.57 0.55 0.54 0.56 

CNN (BERT Emb.) 0.4 0.35 0.32 0.35 

BERT (no Emb.) 0.36 0.34 0.34 0.34 

BERT (Trainable Emb.) 0.43 0.37 0.38 0.37 

 After addressing class imbalances using Class Weight 

Adjustments, CNN with Trainable Embeddings shows an 

improvement across all metrics except for precision (Table 

3). This indicates the model benefits significantly from class 

weight adjustments.   On the other hand, both BERT-based 

models have degraded performance after addressing class 

imbalances. This could have several reasons. First, the 

BERT models might be more sensitive to the changes in 

class distribution. Second, the initial imbalance might favor 

BERT models in some way, and correcting this imbalances 

causes overfitting. The model might become too specialized 

in handling the minority class, thus sacrificing performance 

for the majority class. Overall, CNN with trainable embed-

ding has the best performance across all metrics (bold) after 

weight adjustment.    

 In Table 4, we show the results of the three different im-

balance techniques with 10-fold cross validation. With class 

weight adjustments and 10-fold cross-validation, the perfor-

mance of the CNN model with trainable embeddings im-

proved across all metrics from Table 3. This improvement 

underscores the sensitivity of the CNN model with trainable 

embeddings to the specific subsets of data used for training 

and validation, highlighting the importance of cross-valida-

tion (Yazıcı & Gures 2023). 

 The experimentation with SMOTE involved generating 

new examples for each minority class instance by creating a 

randomly weighted average with one of its k-nearest neigh-

bors (k = 5) (Chawla et al. 2002). Although SMOTE shows 

performance enhancements, the results are slightly lower 

compared to class weight adjustment alone (Table 4). This 

suggests that SMOTE might introduce synthetic noise and 

outliers, potentially distorting the true data distribution. 



 Further combining SMOTE with under-sampling, which 

involved randomly removing instances from the majority 

class, resulted in even lower performance (Table 4). This 

combination appears to lead to information loss while pos-

sibly adding noise from synthetic minority class samples. 

Therefore, this two-step data manipulation seems less effec-

tive than the direct approach of adjusting class weights. 

Table 4: Comparative Analysis of CNN+Trainable Embedding 

with(out) addressing class imbalance and 10-fold cross validation. 

 Cross Validation No Cross Validation 

No Imbalance 

Handling 

Precision:  0.55 

Recall:       0.58 
F1-Score:   0.51 

Accuracy:  0.58 

Precision:  0.54 

Recall:       0.43 
F1-Score:   0.34 

Accuracy:  0.43 

Class Weight Ad-

justments 

Precision:   0.63 

Recall:        0.60 

F1-Score:   0.58 

Accuracy:  0.60 

Precision:   0.57 

Recall:        0.55 

F1-Score:   0.54 

Accuracy:   0.56 

SMOTE Precision:  0.59 
Recall:       0.57 

 F1-Score:  0.56 

Accuracy:  0.57 

Precision:   0.56 
Recall:        0.56 

F1-Score:   0.55 

Accuracy:   0.56 

SMOTE with Un-
der-Sampling 

Precision:  0.41 
Recall:       0.44 

F1-Score:  0.39 

Accuracy:  0.44 

Precision:   0.59 
Recall:        0.38 

F1-Score:   0.35 

Accuracy:   0.38 

Evaluation of ChatGPT with Fine-Tuned Model 

ChatGPT's efficacy in multi-class classification reveals both 

strengths and areas for improvement. Table 5 shows the per-

formance of the fine-tuned ChatGPT (FT) model compared 

with ChatGPT without any fine-tuning (Base). The fine-

tuned model demonstrates a precision of 61% in classifying 

'False' news, with a high recall rate of 87%. This indicates a 

reliable capability to identify ‘False’ news and capture a sig-

nificant majority of instances. In contrast, 'Partially False' 

showcases a precision of 16%, a recall of 40%, and an F1 

score of 0.23, suggesting challenges in the model's ability to 

accurately discern news with mixed true and false state-

ments.  For 'TRUE' news, the fine-tuned model achieves a 

100% precision rate; however, a recall of merely 3% signals 

a shortfall in detecting true news, culminating in a disap-

pointing F1 score of 0.06. The 'Other' category registers no 

precision or recall, revealing a gap in classifying those out-

side the true-false spectrum. The overall accuracy of the 

model is 49%, indicating that nearly half of the articles are 

correctly categorized. Comparatively, the base GPT-3.5 

model without fine-tuning presents a more balanced perfor-

mance across categories. It maintains higher precision for 

'False' (88%) and 'TRUE' (79%) categories, with corre-

sponding recall rates of 62% and 66%. However, it struggles 

with the 'Other' and 'Partially False' categories. The overall 

accuracy of the base model is 58%, outperforming the fine-

tuned model's accuracy. 

 These results underscore the challenges that ChatGPT 

faces in multi-class fake news detection. While fine-tuning 

has enhanced the model's sensitivity to certain categories, it 

has also introduced trade-offs in precision and overall accu-

racy. The fine-tuned model's overall effectiveness is limited, 

underscoring the need for further advancements in this do-

main. 

Table 5: Performance of ChatGPT models. (‘FT’ for Fine-Tuned 

model; ‘Base’ without ‘FT’) 

 
Precision 

(FT / Base) 
Recall 

(FT / Base) 
F-1 

(FT / Base) 

ACC. 

(FT / 

Base) 

False 0.61 / 0.88 0.87 / 0.62 0.72 / 0.72 0.49 / 

0.58 Other 0.00 / 0.06 0.00 / 0.23 0.00 / 0.10 

P.F. 0.16 / 0.16 0.40 / 0.29 0.23 / 0.21 

True 1.00 / 0.79 0.03 / 0.66 0.06 / 0.72 

Discussion and Conclusions 

Our findings confirm that news content presents a combina-

tion of fact and fiction (Lazer et al. 2018), posing challenges 

for automated fake news detection. Our evaluation of 

ChatGPT multi-class labeling revealed this challenge in ac-

curately categorizing news items across four classes. This 

finding highlights the current weaknesses of AI in text anal-

ysis and draws attention to the need for more sophisticated 

AI solutions. 

 As the boundary between fake and real information be-

comes more complex, it is important for readers to have soft-

ware tools to help them identify trustworthy new items. We 

demonstrated the superiority of CNN models over BERT for 

multi-class classification on Shahi’s dataset. Furthermore, 

of the three methods for balancing training data we experi-

mented with, Class Weight Adjustment worked best with 

CNN, achieving an accuracy of 0.60. Finally, we showed 

that ChatGPT is not the perfect solution for news classifica-

tion.  

Future Work 

Future work will focus on developing hybrid AI models that 

integrate the strengths of CNN and BERT, aiming to lever-

age CNN's robustness at pattern recognition with BERT's 

contextual analysis capabilities.  

 Another future project involves addressing the class im-

balances by exploring advanced techniques for data aug-

mentation and sampling strategies. Additionally, we will 

seek collaborations to integrate AI tools into media literacy 

programs to help the public with discerning misinformation. 

Overall, we aim to advance the technological aspects of fake 

news detection, and contribute to a more informed. Our goal 

is to create tools and methodologies that empower individu-

als to critically evaluate the information they encounter. 
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