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Abstract

This tutorial covers an introduction to Probabilistic
Graphical Models (PGM), such as Bayesian Networks
and Markov Random Fields, for reasoning under uncer-
tainty in intelligent systems. Basic terminology, formal
concepts, representational and inference issues will be
discussed, starting from basic notions about probabil-
ity theory, in such a way that the novice and the less
skilled in the field will be able to follow the details.
Further reading and software packages and frameworks
will also be discussed

Overview
The tutorial aims at introducing notions and algorithms for
Probabilistic Graphical Models (PGM) in Artificial Intel-
ligence (AI). PGMs are the main AI formalism for deal-
ing with uncertain knowledge and reasoning, which is one
of the most important aspects to be addressed in the con-
struction of an intelligent agent, especially in the context
of decision-support intelligent systems. PGMs are grounded
on both probability calculus and graph theory and represent
an effective tool for the construction of intelligent decision
support systems. After a short review of probability calculus
and of the interpretation of probability, we discuss different
types of PGMs, namely directed models like Bayesian Belief
Networks and undirected models such as Random Markov
Fields. Both representational and algorithmic issues are dis-
cussed, pointing out potential applications and extensions.

The target audience consists in graduate students, re-
searchers or professionals who want to be acquaintend with
the formalism, in order to be able to apply it in the con-
struction of intelligent systems, able to reason with uncer-
tain knowledge and evidence. Familiarity with probability
calculus and with graph theory may be useful, but basic con-
cept needed to capture the essential notions of PGMs are re-
viewed during the tutorial.

Tutorial’s content
The tutorial is divided into two main parts.
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Part 1
It is the introductory part, devoted to the recap of fundamen-
tal notions of uncertain reasoning, probability calculus and
to the idea of joining graph theoretic notions with probabil-
ity, leading to the creation of Probabilistic Graphical Mod-
els. This part is detailed as follows:

• Introduction to uncertain reasoning in AI:

– why dealing with uncertainty is needed for intelligent
systems;

– the role of probability in reasoning under uncertainty:
pros and cons;

– Cox’s justification of probability calculus;

• The different interpretations of probability and their rele-
vance to AI and reasoning under uncertainty:

– classical interpretation (Laplace);
– frequentist interpretation (Von Mises);
– subjectivist interpretation (de Finetti) and its role in AI;
– Bayesian inference as a consequence of subjective

probability;

• Recap on basic notions of probability calculus:

– probability space;
– random variables and their distributions;
– the importance of the joint distribution;
– independent random variables and their role in proba-

bilistic modeling;

• Probabilistic Graphical Models:

– Bayesian networks (directed models): definition and
examples;

– Markov Random Fields (undirected models): definition
and examples;

– Comparison between pairwise Markov Random Fields
and Markov Random Fields based on Gibbs distribu-
tion ;

• Conditional dependencies and distribution factorization:

– comparison of directed and undirected models;
– Separation and d-separation as notions of conditional

independence on graphs;
– local and global semantics induced by separation;



Part 2
The second part is devoted to the algorithmic issues con-
cerning the inference task on PGMs; both exact approaches
and approximate algorithms are introduced and discussed.
Hints on possible extensions and to the use of specific de-
velopment tools are also provided. This part is detailed as
follows:

• Factor graphs as a unifying model for inference in di-
rected and undirected PGM:

– definitions;
– sum-product algorithm for inference on factor graphs;

• Exact inference in PGMs:

– belief propagation and junction tree algorithm;
– Shafer-Shenoy architecture vs Hugin architecture

(hints);

• Approximate inference in PGMs:

– stochastic simulation methods and Markov Chain
Monte Carlo;

– Logical sampling, likelihood weighting and Gibbs sam-
pling for inference on PGMs;

• Hints on possible extensions:

– Dynamic Bayesian Networks;
– Decision Networks;

• Development tools and frameworks:

– Genie/Smile1;
– BNT Matlab/Octave toolbox2;

Useful References
Different textbooks and papers can be used to get an in-depth
understanding of the tutorial’s topics, among them:

• D. Koller, N. Friedman. Probabilistic Graphical Models:
principles and techniques, MIT Press, 2009. It is the most
comprehensive guide to the world of Probabilistic Graph-
ical Models, covering all the topics introduced in the tu-
torial and much more.

• K.P. Murphy. Probabilistic Machine Learning: Advanced
Topics, MIT Press, 2023. A book on machine learning ap-
proaches based on probability, where PGMs are discussed
also in the context of automatically learning the models.

• M.J. Kochenderfer, T.A. Wheeler, K.H. Wray. Algorithms
for Decision Making, 2022. PGMs viewed as models for
decision making under a decision theory approach (Deci-
sion Networks).

• A. Darwiche. Modeling and Reasoning with Bayesian
Networks, J Wiley, 2008. A very good introduction
to modeling and reasoning issues for directed models
(Bayesian Networks).

1https://www.bayesfusion.com/
2https://github.com/bayesnet/bnt

• L. Portinale, D. Codetta Raiteri. Modeling and Analysis
of dependable Systems: a probabilistic Graphical Model
Perspective, World Scientific Publ., 2015. A book devoted
to the application of different types of PGMs (Bayesian
Networks, Dynamic Bayesian Networks, Decision Net-
works) to the reliability and dependability analysis of
physical systems.

• J. Pearl. Probabilistic Reasoning in Intelligent Systems:
Networks of Plausible Inference, Morgan Kaufmann
1989. The bible.
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