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Abstract

This paper compares different methods of using a large lan-
guage model (GPT-3.5) for creating synthetic training data
for a retrieval-based conversational character. The training
data are in the form of linked questions and answers, which
allow a classifier to retrieve a pre-recorded answer to an un-
seen question; the intuition is that a large language model
could predict what human users might ask, thus saving the
effort of collecting real user questions as training data. Re-
sults show small improvements in test performance for all
synthetic datasets. However, a classifier trained on only small
amounts of collected user data resulted in a higher F-score
than the classifiers trained on much larger amounts of syn-
thetic data generated using GPT-3.5. Based on these results,
we see a potential in using large language models for gener-
ating training data, but at this point it is not as valuable as
collecting actual user data for training.

Introduction
The Digital Survivor of Sexual Assault (DS2A) is a system
which allows users to interact with a digital representation of
a survivor of sexual assault in a manner that mimics face-to-
face conversation, in order to learn the survivor’s story, es-
tablish a connection, and build empathy through direct inter-
action (Artstein et al. 2019). The system uses a large library
of pre-recorded video statements by the survivor; a classifier
trained on linked questions and answers allows the system
to retrieve an appropriate response to new, unseen questions
(Leuski and Traum 2011). The first character, Jarett Wright,
was trained on a set of 7759 questions, 1926 responses, and
18279 links, following a months-long effort of data collec-
tion from real users. A second survivor of sexual assault,
Samantha Downey, was recorded but was not subject to sub-
stantial user data collection. This paper explores the pos-
sibility of using a Large Language Model (LLM) to create
synthetic training data in lieu of actual user data.

Previous works have shown that LLMs encode a great
deal of knowledge about language use (Wiedemann et al.
2019; Tenney, Das, and Pavlick 2019), and can gener-
ate training data for classification (Piedboeuf and Langlais
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2023; Møller et al. 2023). We use the GPT-3.5 (also, Chat-
GPT) model from OpenAI to generate training data for
the Samantha Downey character. Our success depends on
prompting the LLM to predict what people are likely to say
in interaction, and to identify which responses would be ap-
propriate for such utterances. We explore the use of zero-
shot and one-shot prompting to create synthetic training data
in place of real user data, and test the performance of clas-
sifiers trained on such synthetic data. Our results show that
GPT-3.5 prediction can be useful to some extent, but is still
not as useful as the collection of live interaction data.

Method
All the experiments follow the same general structure: we
train a classifier using NPCEditor (Leuski and Traum 2011)
with a set of linked questions and responses, and test the
classifier with a set of unseen questions. The responses
are the same for all classifiers; the classifiers differ only in
the training questions and links between questions and re-
sponses. We use the same test set for all the classifiers: 358
questions, manually linked to appropriate responses.

The baseline classifier is trained using only the data from
the recording interviews: 1861 questions, 1857 responses,
and 1862 links between questions and responses. Additional
classifiers use several augmentation methods; LLM prompt-
ing follows the guidelines of the Prompt Engineering Guide
(https://www.promptingguide.ai).

Method 1: New Questions We ask GPT-3.5 to generate
new questions for each of Samantha’s responses. We prompt
the model with some context, an example, the response, and
the corresponding baseline question, following a one-shot
prompting strategy. The temperature and frequency penalty
parameters for the model were both set to 0.5 to allow for
some creativity and randomness. This added 6993 new ques-
tions and 7758 new links to the baseline system.

Method 2: New Links We use GPT-3.5 to find additional
links between the questions and responses of the baseline
dataset. Due to time and cost constraints, we run each ques-
tion through the baseline classifier to find the 15 top-ranked
responses. Then, we present GPT-3.5 with each of these re-
sponses and the question, and ask it whether the response
is appropriate for the question. We set the temperature and
frequency penalty parameters to 0 for a more deterministic
output. This added 3078 new links to the baseline system.



Method 3: Questions and Links We combine the first
two methods by simply linking each question generated by
Method 1 to all the responses linked by Method 2 to the
corresponding baseline question. The resulting dataset con-
tained 6988 new questions and 22,102 new links, which
were added to the baseline system.

Method 4: Jarett Questions We link questions collected
from live user interaction for a previously completed char-
acter, Jarett Wright (Artstein et al. 2019), to responses of
Samantha, using the same prompting as in Method 2. Since
both characters are survivors of sexual assault, some of the
questions that users ask Jarett are also likely to be asked of
Samantha. From Jarett’s training data, GPT-3.5 identified
2386 new usable questions and 7067 new links, which were
added to the baseline system.

Method 5: Collected Questions A small amount of inter-
action data collected for Samantha was not included in the
test set. We manually cleaned this data by removing any in-
valid questions and correcting the automatic transcriptions,
then annotated each usable question with links to appropri-
ate responses. This resulted in 196 new questions and 320
new links, which were added to the baseline system.

All six classifiers (baseline and five augmentations) were
tested on the same test set, using NPCEditor. After training
on the appropriate dataset, NPCEditor returns zero or more
responses for each of the test questions, and calculates the
precision, recall, and F1 of the retrieved responses relative
to the annotated correct responses.

Results
The overall scores are generally very low, because for most
of the test questions, the classifiers do not return any re-
sponse, resulting in scores of zero on all three measures.
The baseline system is the lowest, with F1=0.036. Each of
the augmentation methods manages to nearly double perfor-
mance over the baseline, likely due to the extreme poverty of
the baseline classifier (Method 1: 0.067, Method 2: 0.075,
Method 3: 0.059, Method 4: 0.102, Method 5: 0.103).

Although Method 1 attempts to encourage more creative
outputs, many of the generated questions were still para-
phrases of the original question. Some of the generated
questions also contained awkward phrasing and/or the use
of semi-formal language, not reflective of typical conversa-
tional language use. Additionally, many questions generated
by GPT-3.5 addressed very specific sections of the response
rather than the response as a whole.

The classifier trained on GPT-found links (Method 2) per-
formed marginally better than the classifier trained on GPT-
generated questions. Overall, the new question-response
links were reasonable, with the response usually at least
partially answering the question. However, some possible
question-response links were incorrectly discarded.

Method 3 leads to worse performance than either
Method 1 or Method 2. This is probably because GPT-
generated questions are not always equivalent or even sim-
ilar in meaning to the example; it therefore does not follow
that responses appropriate to one question would be appro-
priate for a new question generated using the first question
as an example.

Finally, we note that the highest performing classifiers,
and the only ones to score above 10% on all three measures,
are the ones which augment the baseline with questions from
the Jarett system (Method 4) or questions collected directly
for Samantha (Method 5).

Discussion
This work has shown that synthetic data generated through
prompting GPT-3.5 can be used to improve the performance
of a classifier with severely impoverished training data.
However, the synthetic data has not been shown to match
the quality of user data collected in interaction. Adding just
under 200 questions and 320 links of collected user data is
equivalent or superior to thousands of questions and links
generated or identified by GPT-3.5. In other words, we have
not demonstrated the ability of a LLM to predict what users
might say in an interaction to the same extent that collected
data from some users can predict what other users might say.
This is not to say that such prediction is not possible: it may
be that better prompt design or better language models (such
as the most recent model of GPT-4) could improve predic-
tion. However, given the results of our experiment, it ap-
pears that collecting actual user data in interaction is still
invaluable for training interactive systems.

Our results suggest several directions for future research.
To better evaluate the limitations observed from these ex-
periments, it may be worth replicating the experiment with
more recent models and exploring different prompt design
or fine-tuning strategies. Furthermore, the relative success
of the method that uses GPT-3.5 to link questions from a
related but slightly different domain (Jarett questions) sug-
gests that a fruitful use of LLMs may be not so much in pre-
dicting what users might say, but rather in helping transfer
the predictions from one domain to another.

The topic of sexual assault can raise issues that are very
sensitive and personal. To mitigate against potential leak-
age of sensitive information, all the queries to GPT were
sent through the Enterprise API, which does not store the
data long-term and does not use it to train new GPT mod-
els. The text generated by GPT-3.5 is used purely for train-
ing the classifier, and is thus not visible on the user-facing
side of the system; users only experience recorded content,
and the system complies with the requirements of consent,
fair representation, veracity, and informedness for dialogue
agents that represent real persons (Artstein and Silver 2016).
It is still possible that biases encoded in the language model
could affect which recorded statements are played to the
user, but the adverse effects of such bias should be minimal.
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