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Abstract
To allow for tractable probabilistic inference with respect to domain sizes, lifted probabilistic inference exploits symmetries in probabilistic graphical models. However, checking whether two factors encode equivalent semantics and hence are exchangeable is computationally expensive. In this paper, we efficiently solve the problem of detecting exchangeable factors in a factor graph. In particular, we introduce the detection of exchangeable factors (DEFT) algorithm, which allows us to drastically reduce the computational effort for checking whether two factors are exchangeable in practice. While previous approaches iterate all \(O(n!)\) permutations of a factor's argument list in the worst case (where \(n\) is the number of arguments of the factor), we prove that DEFT efficiently identifies restrictions to drastically reduce the number of permutations and validate the efficiency of DEFT in our empirical evaluation.

1 Introduction
Probabilistic graphical models compactly encode a full joint probability distribution as a factorisation and provide a well-founded formalism to reason under uncertainty, e.g., when performing automated planning and acting. Reasoning under uncertainty, however, might become computationally expensive when using propositional probabilistic models such as Bayesian networks, Markov networks, or factor graphs (FGs). In general, probabilistic inference (i.e., the computation of marginal (conditional) distributions of random variables (randvars)) scales exponentially with the number of randvars in the Bayesian network, Markov network, or FG, respectively, in the worst case. To allow for tractable probabilistic inference (e.g., inference requiring polynomial time) with respect to domain sizes of logical variables, lifted probabilistic inference algorithms exploit symmetries in a probabilistic graphical model by using a representative of indistinguishable individuals for computations. However, to exploit symmetries in a probabilistic graphical model, these symmetries must be detected first and therefore, we investigate the problem of efficiently detecting exchangeable factors (i.e., factors that encode the same underlying function regardless of the order of their arguments) in FGs in this paper.
Arguments to a positive real number, called potential. The argument list of random variables $\phi_1$ and $\phi_2$ consisting of three Boolean random variables $A$, $B$, and $C$ as well as two factors $\phi_1$ and $\phi_2$. The mappings of $\phi_1$ and $\phi_2$ are given in the respective tables on the right with $\varphi_1, \ldots, \varphi_4 \in \mathbb{R}^+$. 

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$\phi_1(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>$\varphi_1$</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>$\varphi_3$</td>
</tr>
<tr>
<td>false</td>
<td>false</td>
<td>$\varphi_4$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$\phi_2(A, B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>$\varphi_1$</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>$\varphi_3$</td>
</tr>
<tr>
<td>false</td>
<td>false</td>
<td>$\varphi_4$</td>
</tr>
</tbody>
</table>

Figure 1: A toy example for an FG consisting of three Boolean random variables $A$, $B$, and $C$ as well as two factors $\phi_1$ and $\phi_2$. The mappings of $\phi_1$ and $\phi_2$ are given in the respective tables on the right with $\varphi_1, \ldots, \varphi_4 \in \mathbb{R}^+$. 

2 Background

We begin by defining FGs as undirected propositional probabilistic models and then continue to introduce the notion of exchangeable factors within FGs. An FG compactly encodes a full joint probability distribution between random variables by decomposing it into a product of factors (Frey et al. 1997; Kschischang, Frey, and Loeliger 2001).

Definition 1 (Factor Graph). An FG $G = (V, E)$ is an undirected bipartite graph with node set $V = R \cup \Phi$ where $R = \{R_1, \ldots, R_n\}$ is a set of variable nodes (randoms) and $\Phi = \{\phi_1, \ldots, \phi_m\}$ is a set of factor nodes (functions). The term $R(R_i)$ denotes the possible values (range) of a random variable $R_i$. There is an edge between a variable node $R_i$ and a factor node $\phi_j$ in $E \subseteq R \times \Phi$ if $R_i$ appears in the argument list of $\phi_j$. A factor is a function that maps its arguments to a positive real number, called potential. The semantics of $G$ is given by

$$P_G = \frac{1}{Z} \prod_{j=1}^m \phi_j(A_j)$$

with $Z$ being the normalisation constant and $A_j$ denoting the random variables connected to $\phi_j$ (i.e., the arguments of $\phi_j$).

Example 1. Figure 1 shows a toy example for an FG consisting of three Boolean random variables $A$, $B$, and $C$ as well as two factors $\phi_1$ and $\phi_2$. Note that in this example, $\phi_1$ and $\phi_2$ encode identical potentials (depicted in the tables on the right) and hence are exchangeable. More specifically, it holds that $\phi_1(A, B) = \phi_2(C, B)$ for all inputs where $A$ and $C$ are assigned the same value. Consequently, we can say that $A$ and $C$ are exchangeable, enabling us to treat them equally during probabilistic inference.

In general, grouping together identically behaving objects and using only a single representative for each group is the core idea behind lifted inference (Niepert and van den Broeck 2014). Lifted inference algorithms exploit symmetries in a probabilistic graphical model by operating on PFGs which consist of parameterised random variables and parametric factors, representing sets of random variables and factors, respectively (Poole 2003). Coming back to Ex. 1, recall that the semantics of the FG $G$ depicted in Fig. 1 is given by $P_G = \frac{1}{2} \cdot \frac{1}{2} \cdot \phi_1(A, B) \cdot \phi_2(C, B)$. As $A$ and $C$ (and hence $\phi_1$ and $\phi_2$) are exchangeable, we can use a single representative factor that represents a group of identically behaving factors (here $\phi_1$ and $\phi_2$) and take it to the power of the group size instead of multiplying each factor separately.

Symmetries in FGs occur not only in our toy example but are highly relevant in various real-world domains such as an epidemic domain where each individual person influences the probability of an epidemic in the same way—because the probability of having an epidemic depends on the number of sick people and not on individual people being sick. More specifically, the probability for an epidemic is the same if there are three sick people and the remaining people in the universe are not sick, independent of whether Alice, Bob, and Eve or Charlie, Dave, and Fred are sick, for example. Analogously, in a movie domain the popularity of an actor influences the success of a movie in the same way for each actor, in a research domain the quality of every publication influences the quality of a conference equally, and so on.

To detect symmetries in an FG and exploit them to speed up probabilistic inference, the AC algorithm (Luttermann et al. 2024), which generalises the CP algorithm (Kersting, Ahmadi, and Natarajan 2009; Ahmadi et al. 2013), is the state of the art. The game deploys a subroutine that checks whether two factors are exchangeable to find out which factors should be grouped together. Before we investigate how this subroutine can efficiently be realised, we give a formal definition of exchangeable factors.

Definition 2 (Exchangeable Factors). Let $\phi_1(R_1, \ldots, R_n)$ and $\phi_2(R'_1, \ldots, R'_n)$ denote two factors in an FG $G$. Then, $\phi_1$ and $\phi_2$ represent equivalent potentials if and only if there exists a permutation $\pi$ of $\{1, \ldots, n\}$ such that for all $r_1, \ldots, r_n \in \times_{i=1}^n R_i$ it holds that $\phi_1(r_1, \ldots, r_n) = \phi_2(r_{\pi(1)}, \ldots, r_{\pi(n)})$. Factors that represent equivalent potentials are called exchangeable.

Note that two factors must have the same number of arguments $n$ to be able to be exchangeable because otherwise they cannot encode the same underlying function. Further, it must hold that there exists a bijection $\pi : \{R_1, \ldots, R_n\} \rightarrow \{R'_1, \ldots, R'_n\}$ which maps each $R_i$ to an $R'_i$ such that $R(R_i) = R(R'_i)$. In other words, the ranges of the arguments of two exchangeable factors must be the same to ensure that the two functions encoded by the factors are defined over the same function domain.

Example 2. Take a look at the FG illustrated in Fig. 2. G entails equivalent semantics as the FG depicted in Fig. 1 because $\phi_1(A, B) = \phi'_1(A, B)$ and $\phi_2(C, B) = \phi'_2(B, C)$ for all possible assignments of $A$, $B$, and $C$. More specifically, in $\phi'_2$, the order of the arguments $B$ and $C$ is swapped compared to their order in $\phi_2$. The potentials, however, are still the same as $\phi'_2(C = true, B = false) = \phi'_2(B = false, C = true) = \phi_2$ and $\phi_2(C = false, B = true) = \phi'_2(B = true, C = false) = \phi_3$. Consequently, all of the four factors $\phi_1$, $\phi_2$, $\phi_1$, and $\phi_2$ are exchangeable.

As we have seen in Ex. 2, it is not necessarily the case that the tables of the input-output mappings of two exchangeable factors are identical. For practical applications, it is far too
strong an assumption to make that the tables of exchangeable factors are always ordered such that they read identical values from top to bottom. Therefore, we next briefly recap the previous approach to detect exchangeable factors and afterwards continue to provide an in-depth investigation of the problem of detecting exchangeable factors in FGs, allowing us to pour the gained insights into the DEFT algorithm to efficiently detect exchangeable factors in practice.

3 Efficient Detection of Exchangeable Factors Using Buckets

A straightforward approach to check whether two factors \( \phi_1(R_1, \ldots, R_n) \) and \( \phi_2(R_1', \ldots, R_n') \) are exchangeable is to loop over all permutations of one of the factors’ argument lists, say the argument list of \( \phi_2 \), and then check for each permutation whether \( \phi_1 \) and \( \phi_2 \) map to the same potential for all assignments of their arguments (i.e., whether both tables read identical values from top to bottom after the rearrangement of \( \phi_2 \)’s arguments according to the permutation). Luethermann et al. (2024) give a more efficient approach where histograms (which we call buckets in this paper) entailed by so-called counting randvars are used to enforce a necessary condition for two factors to be exchangeable, thereby allowing to heavily prune the search space and check the permutations only after the initial filtering succeeds. Nevertheless, the approach still checks all \( n! \) permutations after the initial filtering succeeds. To provide a theoretical analysis and then show how the approach can be drastically improved, we first introduce the notion of a bucket.

**Definition 3 (Bucket).** Let \( \phi(R_1, \ldots, R_n) \) be a factor and let \( S \subseteq \{R_1, \ldots, R_n\} \) denote a subset of \( \phi \)’s arguments such that \( \mathcal{R}(R_i) = \mathcal{R}(R_j) \) for all \( R_i, R_j \in S \). Further, let \( \mathcal{V} \) denote the range of the elements in \( S \) (identical for all \( R_i \in S \)). Then, a bucket \( b \) entailed by \( S \) is a set of tuples \( \{(v_i, n_i)\}_{i=1}^{\left|\mathcal{V}\right|} \), \( v_i \in \mathcal{V} \), \( n_i \in \mathbb{N} \), and \( \sum_i n_i = \left|S\right| \), such that \( n_i \) specifies the number of occurrences of value \( v_i \) in an assignment for all randvars in \( S \). A shorthand notation for \( \{(v_i, n_i)\}_{i=1}^{\left|\mathcal{V}\right|} \) is \( [n_1, \ldots, n_{\left|\mathcal{V}\right|}] \). In abuse of notation, we denote by \( \phi(b) \) the multiset of potentials the assignments represented by \( b \) are mapped to by \( \phi \).

**Example 3.** Consider the factor \( \phi_1(A, B) \) from Fig. 2 and let \( S = \{A, B\} \) with \( \mathcal{R}(A) = \mathcal{R}(B) = \{\text{true}, \text{false}\} \). Then, \( S \) entails the three buckets \( \{(\text{true}, 2), (\text{false}, 0)\}, \{(\text{true}, 1), (\text{false}, 1)\}, \) and \( \{(\text{true}, 0), (\text{false}, 2)\} \)—or \([2, 0] \), \([1, 1] \), and \([0, 2] \) in shorthand notation. According to the mappings depicted in the table shown in Fig. 2, it holds that \( \phi_1([2, 0]) = \langle \phi_2 \rangle, \phi_1([1, 1]) = \langle \phi_2, \phi_3 \rangle, \) and \( \phi_1([0, 2]) = \langle \phi_4 \rangle \).

In other words, buckets count the occurrences of specific range values in an assignment for a subset of a factor’s arguments. Hence, every bucket may be mapped to multiple potentials while every potential (row in the table of mappings of a factor) belongs to exactly one bucket.

**Buckets over Multiple Ranges**

The reason we define buckets over a subset of a factor’s arguments (instead of over the whole argument list) is that we are looking for a permutation of arguments having the same range such that the potential mappings of two factors are identical. The following example illustrates this point.

**Example 4.** Consider \( \phi_1(R_1, R_2, R_3) \) and \( \phi_2(R_4, R_5, R_6) \) with \( \mathcal{R}(R_1) = \mathcal{R}(R_2) = \mathcal{R}(R_3) = \{\text{false}, \text{true}\} \) and \( \mathcal{R}(R_4) = \mathcal{R}(R_5) = \mathcal{R}(R_6) = \{\text{low}, \text{medium}, \text{high}\} \). To be able to obtain identical tables of potential mappings for \( \phi_1 \) and \( \phi_2 \), \( R_3 \) and \( R_6 \) must be located at the same position in the respective argument list of \( \phi_1 \) and \( \phi_2 \) because they are the only arguments having a non-Boolean range. Therefore, we compare the buckets entailed by \( S_1 = \{R_1, R_2\} \) and \( S_2 = \{R_4, R_5\} \) separately from the buckets entailed by \( S_3 = \{R_3\} \) and \( S_4 = \{R_6\} \) when checking whether \( \phi_1 \) and \( \phi_2 \) are exchangeable.

As we are interested in using buckets to check whether arguments with the same range can be permuted such that the tables of two factors are identical, from now on we consider only factors with arguments having the same range. If this simplification does not hold, i.e., if a factor contains arguments with different ranges \( R_1, \ldots, R_k \), the buckets for all arguments with range \( R_i \) must be compared separately for each \( i = 1, \ldots, k \). Having introduced the notion of buckets, we are now able to investigate the complexity of detecting exchangeable factors with the help of buckets.

**Properties of Buckets**

Before we take a closer look at using buckets for detecting exchangeable factors, we briefly state the complexity of the problem of detecting exchangeable factors.

**Theorem 1.** Let \( \phi_1(R_1, \ldots, R_n) \) and \( \phi_2(R_1', \ldots, R_n') \) denote two factors. The number of table comparisons needed to check whether \( \phi_1 \) and \( \phi_2 \) are exchangeable is in \( \mathcal{O}(n!) \).

**Proof.** According to Def. 2, there must exist a permutation of \( \{1, \ldots, n\} \) such that \( \phi_1 \) and \( \phi_2 \) map to the same potential for all assignments of their arguments. As there are \( n! \) permutations of \( \{1, \ldots, n\} \) in total and we have to check every single permutation in the worst case, checking whether \( \phi_1 \) and \( \phi_2 \) are exchangeable is in \( \mathcal{O}(n!) \).
Even though we have to compare the two tables $n!$ times in the worst case, we can still drastically reduce the computational effort in many practical settings. The current state of the art, as presented by Luttermann et al. (2024), uses buckets as a necessary pre-condition that must be fulfilled for two factors to be exchangeable.

**Proposition 1** (Luttermann et al., 2024). Let $\phi_1$ and $\phi_2$ denote two exchangeable factors. Then, $\phi_1$ and $\phi_2$ are defined over the same function domain and hence their arguments entail the same buckets.

**Proposition 2** (Luttermann et al., 2024). Let $\phi_1$ and $\phi_2$ denote two factors. If there exists a bucket $b$ such that $\phi_1(b) \neq \phi_2(b)$, then $\phi_1$ and $\phi_2$ are not exchangeable.

The approach of checking whether $\phi_1$ and $\phi_2$ are exchangeable is to compute all buckets entailed by $\phi_1$ and $\phi_2$, respectively, and compare them pairwise to check whether they are mapped to identical multisets of potentials. If this check fails, $\phi_1$ and $\phi_2$ are not exchangeable and hence no permutations are computed, otherwise it is checked whether $\phi_1$ and $\phi_2$ have identical tables of potential mappings for all permutations of the argument list of either $\phi_1$ or $\phi_2$.

The computation of the buckets has no impact on the worst-case complexity as the number of buckets is always smaller than the number of rows in the table of potential mappings, which must be compared anyway. As each potential value belongs to exactly one bucket, the effort for comparing all buckets to each other is identical to the effort of comparing the two tables to each other. Therefore, applying a pre-pruning strategy that uses buckets to check whether two factors might be exchangeable at all reduces the computational effort in many practical settings. We next show that the approach can be further improved to drastically speed up the detection of exchangeable factors in practice.

An important observation is that two factors are exchangeable if and only if their buckets are identical under consideration of the order of the values in the buckets. In particular, we denote by $\phi^r(b)$ the ordered multiset of potentials a bucket $b$ is mapped to by a factor $\phi$ (in order of their appearance in the table of $\phi$) and then prove this insight in the following theorem.

**Theorem 2.** Let $\phi_1$ and $\phi_2$ denote two factors. Then, $\phi_1$ and $\phi_2$ are exchangeable if and only if there exists a permutation of their arguments such that $\phi_1^r(b) = \phi_2^r(b)$ for all buckets $b$ entailed by the arguments of $\phi_1$ and $\phi_2$.

**Proof.** Let $\phi_1$ and $\phi_2$ denote two factors. For the first direction, it holds that $\phi_1$ and $\phi_2$ are exchangeable. According to Def. 2, there exists a permutation of $\phi_2$’s arguments such that $\phi_1$ and $\phi_2$ have identical tables of potential mappings. Then, we have $\phi_1^r(b) = \phi_2^r(b)$ for every bucket $b$ as both tables read identical values from top to bottom.

For the second direction, it holds that $\phi_1^r(b) = \phi_2^r(b)$ for all buckets $b$ entailed by the arguments of $\phi_1$ and $\phi_2$. As the order of the values in the buckets is identical for $\phi_1$ and $\phi_2$, converting the buckets back to tables of potential mappings results in identical tables for $\phi_1$ and $\phi_2$ and consequently, $\phi_1$ and $\phi_2$ are exchangeable.

To make use of Thm. 2, the basic idea is that keeping an order for the elements in each bucket allows us to detect which arguments must be swapped for two buckets to be able to exactly match. The next example illustrates this idea.

**Example 5.** Let us take a look at Fig. 3. When comparing the buckets for $\phi_1$ and $\phi_2$, we can for example observe that the bucket $[2, 1]$ is mapped to the same multiset of values, i.e., $\phi_1([2, 1]) = \phi_2([2, 1])$, but the values are ordered differently if we order them according to their appearance in the tables, i.e., $\phi_1^r([2, 1]) \neq \phi_2^r([2, 1])$. To obtain identical orders of values for both $\phi_1^r([2, 1])$ and $\phi_2^r([2, 1])$, e.g., $\phi_2$ has to be swapped to the first position in $\phi_2^r([2, 1])$ (i.e., $\phi_2$ and $\phi_3$ have to be swapped). Consequently, we can swap the assignments of $\phi_2$ that map to $\phi_2$ and $\phi_3$ to locate $\phi_2$ at the first position in the bucket of $\phi_2$. In particular, we know that $\phi_2$ belongs to the assignment (false, true, true) and $\phi_3$ belongs to the assignment (true, true, false), i.e., $R_4$ and $R_6$ must be swapped in the argument list of $\phi_2$. This procedure of swapping two arguments can then be repeated until the buckets of $\phi_1$ and $\phi_2$ are identical (or until it is clear that the buckets cannot be made identical by swapping arguments).

In this example, the order of the potentials in the bucket $[2, 1]$ uniquely determines which values and hence which arguments must be swapped to obtain identical buckets. As soon as the buckets contain duplicate values (such as it is the case for the bucket $[1, 2]$ in Fig. 3), however, there might be multiple candidates for the next swap. We formalise this observation in the following definition.

**Definition 4** (Degree of Freedom). Let $\phi(R_1, \ldots, R_n)$ be a factor and let $b$ be a bucket entailed by $S \subseteq \{R_1, \ldots, R_n\}$. The degree of freedom of $b$ is given by

$$\mathcal{F}(b) = \prod_{\varphi \in \text{unique}(\phi(b))} \text{count}(\phi(b), \varphi)!$$

where unique$(\phi(b))$ denotes the set of unique potentials in $\phi(b)$ and count$(\phi(b), \varphi)$ denotes the number of occurrences of potential $\varphi$ in $\phi(b)$.

Then, the degree of freedom of a factor $\phi$ is defined as $\mathcal{F}(\phi) = \min_{b \in B(\phi) \mid \text{count}(\phi(b), \varphi) > 1} \mathcal{F}(b)$, where $B(\phi)$ denotes the set of all buckets entailed by $\phi$’s arguments. We consider only buckets that are mapped to at least two potential values because buckets which are mapped to a single potential correspond to all arguments being assigned the same value and hence, there is no need to swap arguments. Consequently, we define $\mathcal{F}(\phi) = 1$ if $\phi$ does not entail any buckets that are mapped to at least two potential values (which is only the case for factors having less than two arguments).

**Example 6.** Consider the factor $\phi_1$ given in Fig. 3. It holds that $B(\phi_1) = \{[3, 0], [2, 1], [1, 2], [0, 3]\}$ and $\mathcal{F}([3, 0]) = 1!$, $\mathcal{F}([2, 1]) = 1! \cdot 1! \cdot 1!$, $\mathcal{F}([1, 2]) = 1! \cdot 2!$, and $\mathcal{F}([0, 3]) = 1!$. The buckets $[2, 1]$ and $[1, 2]$ are the only ones being mapped to a multiset consisting of more than one element and thus, it holds that $\mathcal{F}(\phi_1) = \min_{b \in B([2, 1]:[1, 2])} \mathcal{F}(b) = 1$.

Note that we take the minimum degree of freedom of the buckets as the degree of freedom of a factor. Let us again take a look at $\phi_1$ from Fig. 3 to explain the reason for the
maximum operation. Observe that even though the bucket [1, 2] contains a duplicate value and hence, we do not immediately know which of the two \( \phi_6 \) values belongs to which position (and therefore, we do not uniquely know which arguments to swap), the bucket [2, 1] fixes the order of the arguments already. In other words, it is sufficient to swap the arguments according to the order induced by the bucket [2, 1] and afterwards check for all other buckets \( b \) whether \( \phi_1'(b) = \phi_2'(b) \). We next make use of this observation to present our main result and give a more precise complexity analysis of the problem of detecting exchangeable factors.

**Theorem 3.** Let \( \phi_1(R_1, \ldots, R_n) \) and \( \phi_2(R'_1, \ldots, R'_n) \) denote two factors and let \( d = \min(\{F(\phi_1), F(\phi_2)\}) \). The number of table comparisons needed to check whether \( \phi_1 \) and \( \phi_2 \) are exchangeable is in \( \mathcal{O}(d) \).

**Proof.** From Prop. 2, we know that if \( F(\phi_1) \neq F(\phi_2) \), \( \phi_1 \) and \( \phi_2 \) are not exchangeable and hence we do not need to try any permutations of arguments for table comparisons. Thus, we can assume that \( F(\phi_1) = F(\phi_2) \) for the remaining part of this proof. Let \( d = F(\phi_1) = F(\phi_2) \). Then, it holds that there exists a bucket \( b' \) with \( F(b') = d \). If \( \phi_1(b') \neq \phi_2(b') \), \( \phi_1 \) and \( \phi_2 \) are not exchangeable and we are done, so let \( \phi_1(b') = \phi_2(b') \). From Thm. 2, we know that for \( \phi_1 \) and \( \phi_2 \) to be able to be exchangeable, there must exist a permutation of their arguments such that \( \phi_1'(b) = \phi_2'(b) \) for all buckets \( b \), including \( b' \). Hence, it is sufficient to try all permutations of arguments of, say \( \phi_2 \), for table comparison that are possible according to bucket \( b' \) to find out whether \( \phi_1 \) and \( \phi_2 \) are exchangeable. Note that \( \phi_1'(b') = (\phi_1, \ldots, \phi_1) \) restricts the possible permutations of \( \phi_2 \)'s arguments as the potential \( \phi_1 \) must be placed at the first position in \( \phi_2'(b') \), and analogously for the other potentials. Therefore, each potential \( \phi_2 \) can be placed at \( \text{count}(\phi_2(b'), \phi_1) \) different positions in \( \phi_2'(b') \) and we have to try all permutations of these positions, resulting in \( \text{count}(\phi_2'(b'), \phi_1) \) permutations that must be checked for each unique potential \( \phi_1 \). Consequently, the number of permutations permitted by \( b' \) is given by \( d \), which completes the proof.

Intuitively, Thm. 3 tells us that the number of different potential values within the buckets of a factor determines the amount of permutations that must be iterated over in the worst case. Fortunately, for any factor \( o(R_1, \ldots, R_n) \), its potential values are mostly not identical in practice. Thus, \( F(\phi) \) is significantly smaller than \( n! \) in most practical settings. In particular, \( F(\phi) \) is upper-bounded by \( n! \).

**Corollary 1.** Let \( \phi(R_1, \ldots, R_n) \). It holds that \( F(\phi) \leq n! \).

Next, we exploit the theoretical insights from this section to efficiently detect exchangeable factors in practice.

### 4 The DEFT Algorithm

We now present the DEFT algorithm to efficiently detect exchangeable factors in practical applications. Algorithm 1 presents the entire DEFT algorithm, which proceeds as follows to check whether two given factors \( \phi_1(R_1, \ldots, R_n) \) and \( \phi_2(R'_1, \ldots, R'_n) \) are exchangeable. First, DEFT ensures that \( \phi_1 \) and \( \phi_2 \) are defined over the same function domain, i.e., that they have the same number of arguments and that their arguments entail the same set of buckets. Thereafter, DEFT iterates over the buckets (which are identical for \( \phi_1 \) and \( \phi_2 \)) in ascending order of their degree of freedom and ensures that they are mapped to the same multiset of values by \( \phi_1 \) and \( \phi_2 \). If this initial check fails, \( \phi_1 \) and \( \phi_2 \) are not exchangeable and DEFT stops. Otherwise, DEFT checks for each bucket \( b' \) whether the arguments of \( \phi_2 \) can be rearranged such that \( \phi_1'(b') = \phi_2'(b') \). More specifically, for each position \( p \in \{1, \ldots, |\phi_2(b')|\} \) in \( \phi_2'(b') \), DEFT looks up all positions \( p' \) in \( \phi_1'(b') \) that contain the same potential value as \( \phi_2'(b') \) at position \( p \). Having found all positions \( p' \), DEFT
knows that the potential values at position \( p \) and \( p' \) in \( \phi_1(b) \) are candidates for swapping to obtain \( \phi_1'(b) = \phi_2(b) \).

DEFT then looks up the assignments (rows in the table) of \( \phi_2 \) that correspond to the potential values at positions \( p \) and \( p' \) and builds a dictionary \( C_b \) of possible rearrangements for \( \phi_2 \)'s arguments. In particular, \( C_b \) is a dictionary that maps each argument position \( i \in \{1, \ldots, m\} \) to a set of possible new argument positions at which the argument \( R_i \) can be placed. Let \( A = (a_1, \ldots, a_m) \) and \( A' = (a'_1, \ldots, a'_m) \) denote the assignments that \( \phi_2 \) maps to the potential values at positions \( p \) and \( p' \) in \( \phi_2(b) \). To rearrange the order of potential values in \( \phi_2(b) \) such that \( \phi_2(b) = \phi_2^b(b) \) holds, the arguments of \( \phi_2 \) can be rearranged in any way such that \( A \) maps to \( \varphi' \) and \( A' \) maps to \( \varphi \) afterwards. Therefore, DEFT iterates over the assignment \( A \) and stores an entry in \( C_b \) for each position \( i \in \{1, \ldots, m\} \) containing a set of possible rearrangements \( \{p_1, \ldots, p_t\} \) such that \( a_i = a'_{p_j} \) holds for all \( j \in \{1, \ldots, t\} \). Finally, DEFT builds the intersection over the possible rearrangements of all positions in all buckets and checks whether there is a rearrangement left such that the tables of \( \phi_1 \) and \( \phi_2 \) are identical.

**Example 7.** Take again a look at Fig. 3 and let \( b = [2, 1] \). DEFT begins with position \( p = 1 \) in \( \phi_2(b) \), which is assigned the value \( \varphi_3 \). The value \( \varphi_3 \) is located at position \( p' = 2 \) in \( \phi_2(b) \) and hence, DEFT considers the assignments \( A = (\text{true}, \text{true}, \text{false}) \) and \( A' = (\text{true}, \text{false}, \text{true}) \) that belong to the potential values at positions \( p = 1 \) and \( p' = 2 \) in \( \phi_2(b) \). The first position in \( A \) is assigned the value \( \text{true} \). In \( A' \), \( \text{true} \) is assigned to the first and third position and thus, position 1 can be rearranged either at position 1 or 3, denoted as \( 1 \mapsto \{1, 3\} \). DEFT continues this step for the remaining values in \( A \) and obtains \( 1 \mapsto \{1, 3\}, 2 \mapsto \{1, 3\}, \) and \( 3 \mapsto \{2\} \) for \( C_b \) after handling position \( p = 1 \) in \( \phi_2(b) \). The whole procedure is then repeated for the remaining positions in \( \phi_2(b) \) and afterwards for the remaining buckets.

The reason we iterate the buckets in ascending order of their degree of freedom is that we can already build the intersection of the sets in \( C_b \) after each iteration and immediately stop if the intersection becomes empty for at least one argument position. In the upcoming section, we validate the practical efficiency of DEFT empirically.

## 5 Experiments

We compare the practical performance of DEFT to the “naive” approach (i.e., iterating over all possible permutations) and the state of the art incorporated in ACP (which uses buckets as a filtering condition before iterating over permutations). For our experiments, we generate factors with \( n = 2, 4, 6, 8, 10, 12, 14, 16 \) Boolean arguments and a proportion \( p = 0.0, 0.1, 0.2, 0.5, 0.8, 0.9, 1.0 \) of identical potentials. For each scenario, we generate exchangeable factors and non-exchangeable factors. The exchangeable factors are generated by creating two factors with identical tables and then randomly permuting the arguments of one factor (and rearranging its table accordingly to keep its semantics).

We run each algorithm with a timeout of 30 minutes per instance and report the average run time over all instances for each choice of \( n \). Figure 4 displays the average run times on a logarithmic scale. While both the naive approach and ACP are fast on small instances with up to \( n = 8 \) arguments, they do not scale for larger instances. After \( n = 10 \), both the naive approach and ACP run into timeouts, which is not surprising as they both have to iterate over \( O(n!) \) permutations. DEFT, on the other hand, is able to solve all instances within the specified timeout and is able to handle instances having nearly twice as many arguments as the instances that can be solved by the naive approach and ACP. For small values of \( n \), DEFT is slightly slower than the naive approach and ACP due to additional pre-processing and with increasing \( n \), DEFT greatly benefits from its pre-processing. In particular, DEFT solves instances with \( n = 16 \) in about ten seconds on average while the naive approach and ACP are in general not able to solve instances with \( n = 12 \) within 30 minutes.

Finally, we remark that ACP is able to solve instances with \( n > 10 \) that are not exchangeable within the specified timeout but as ACP does not solve any instance of exchangeable factors with \( n > 10 \) within the timeout, it is not possible to compute a meaningful average run time.

## 6 Conclusion

We introduce the DEFT algorithm to efficiently detect exchangeable factors in FGs. DEFT uses buckets to drastically reduce the required computational effort in many practical settings. In particular, we prove that the number of table comparisons needed to check whether two factors are exchangeable is upper-bounded by the number of identical potential values within the buckets of the factors. By exploiting this upper bound, DEFT is able to significantly reduce the number of permutations that must be considered to check whether two factors are exchangeable.
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