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Abstract
In legal reasoning, part of determining whether evidence
should be admissible in court requires assessing its relevance
to the case, often formalized as its probative value—the de-
gree to which its being true or false proves a fact in issue.
However, determining probative value is an imprecise pro-
cess and must often rely on consideration of arguments for
and against the probative value of a fact. Can generative lan-
guage models be of use in generating or assessing such argu-
ments? In this work, we introduce relevance chain prompting,
a new prompting method that enables large language models
to reason about the relevance of evidence to a given fact and
uses measures of chain strength. We explore different meth-
ods for scoring a relevance chain grounded in the idea of pro-
bative value. Additionally, we evaluate the outputs of large
language models with ROSCOE metrics and compare the re-
sults to chain-of-thought prompting. We test the prompting
methods on a dataset created from the Legal Evidence Re-
trieval dataset. After postprocessing with the ROSCOE met-
rics, our method outperforms chain-of-thought prompting.

Introduction
In the field of information retrieval, it is commonplace to
say we seek to retrieve information that is relevant to some
given problem or query. However, in legal reasoning, the
concept of relevance has a related but differing meaning:
whether a piece of evidence is relevant to a given case, fact,
or query has more to do with the proof-related affordance
that evidence provides. Saracevic (2007) defined relevance
as a “property along which parts are related and may also be
considered as a measure of the strength of the related con-
nection”. From the legal perspective, relevance is used for
reasoning and admissibility of the evidence. The evidence-
exclusion decisions lead to two distinct notions of relevance.
First is probabilistic or logical relevance, which addresses
the relevance of the evidence to increase or decrease the like-
lihood of the existence of the fact in a case. Second is prac-
tical relevance, which addresses in courts whether a piece
of evidence is “worth hearing”, which is evaluated based on
different aspects such as the processing time of the evidence,
possible reactions to the evidence, or whether it will cause
prejudice and wrongful conviction (Woods 2010).
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Determining the relevance from the legal perspective aims
to identify a chain of statements from the evidence to the
fact. This process assesses a change in likelihood ratios of
the fact based on the evidence that represents the proba-
tive value of the evidence. For example, the fact that some-
one posted on social media that they were desperate for
money might have probative value for proving they robbed
a bank if it can be shown that there is a link between them
that increases the value of the latter (e.g.: they posted they
were desperate for money, which is normally something they
wouldn’t have done, which means they were amenable to be-
ing recruited by the team of bank robbers and willing to go
along with them, etc.). In this work, we focused on deter-
mining the relevance between the fact and the evidence by
utilizing large language models (LLMs) and evaluating the
generated text with automated metrics to improve predic-
tion accuracy on legal relevance tasks. Thus, we introduce a
new prompting technique, relevance-chain prompting, and
a new assessment method to evaluate the legal relevance be-
tween the fact and the evidence. Additionally, we introduce
a new scoring method, chain score, to evaluate the generated
chains. With these methods, we were able to outperform the
chain-of-thought prompting. With our methodology and ex-
periments, we aim to answer the following research ques-
tions:

• Are LLMs able to recognize the probative value of evi-
dence; i.e., its tendency to increase or decrease the per-
ceived likelihood of a given fact?

• How well do existing measures of chain strength reflect
probative value?

Contributions: In this work, we contribute to the existing
literature by:

• Proposing a new prompting technique, relevance-chain
prompting, utilizing the relevance and a new scoring
methodology for the generated text.

• Demonstrating that relevance-chain prompting outper-
forms chain-of-thought prompting on a legal evidence re-
trieval dataset.

• Evaluating different chain scoring strategies for relevance
chains for a fast and standardized chain assessment by ex-
ternal LLMs.



Figure 1: Our methodologies for comparing the two approaches are presented in an overview flowing from left to right. The red
shapes illustrate the processing steps, and the yellow shapes illustrate the inputs and outputs of those processing steps. LLMs
generate an intermediate prediction of labels, while the final label is predicted in the postprocessing step.

Related Work
Defining Relevance. Relevance is described mainly via
system- or user-oriented perspectives (Saracevic 2007). In
the system-oriented perspective, relevance is defined as top-
icality or matching queries with documents, often called top-
ical relevance. In the user-oriented perspective, relevance is
defined as the usefulness of an answer to the user or as a
form of user satisfaction (Schamber and Eisenberg 1988;
Saracevic 2007). Cooper (1971) used topicality as logical
relevance and defined it as an important factor, but not the
only factor in determining usefulness or user satisfaction.

Besides the aforementioned perspectives, relevance is
studied from the communication and cognition perspective.
In Sperber and Wilson’s (1986) relevance theory, it is seen
as an interference model where the audience has to infer the
meaning from the provided utterance. If the input leads with
the context or background information available to the audi-
ence to a positive cognitive effect, such as a proper conclu-
sion, then the input is considered relevant. Any strengthen-
ing, changing, or discarding an assumption toward a proper
conclusion can be regarded as a positive cognitive effect
(Wilson and Sperber 2006). However, with the increasing
effort required by the audience, the relevance of the input
decreases. The latter is related to the vagueness as lower rel-
evance requires more effort from the audience to clarify the
meaning. Additionally, there may be many relevant inputs
to choose from. Relevance theory provides a methodology
for comparing and choosing the most relevant input. The
optimal reference is when input is worth enough process-
ing or input is given the speaker the most relevant utterance
(Wilson and Sperber 2002). Harter (1992) studied relevance
theory from an information retrieval perspective and sug-
gested that relevance should cause a cognitive change and
strengthen or weaken the assumption.

For the current paper, we use the definition that a propo-
sition is relevant if its being true makes it more or less con-
vincing that some target proposition is true. This is inspired
by the definition in Rule 401 of Federal Rules of Evidence
in the United States, which is “relevant evidence means ev-
idence having any tendency to make the existence of any
fact that is of consequence to the determination of the action
more probable or less probable that it would be without the
evidence” (Wellborn III 1976).

Determining Relevance in Natural Language Processing
(NLP). In Bayesian logic, the probative value of evidence
is represented by a quantitative measure of support that ev-
idence provides to combine it with one’s prior beliefs to
form the posterior beliefs (Koehler 1996). It is portrayed
by probabilities or likelihood ratios to identify the accep-
tance of a proposition (Wells 2014). For the probabilistic rel-
evance, Bayesian networks have been studied for the admis-
sibility and probative value of the evidence (Fenton, Neil,
and Lagnado 2013; Biedermann and Taroni 2012; Vlek et
al. 2016; Fenton et al. 2014). In cases where probabilistic
methods cannot be applied due to reasons such as missing
data or type of evidence, arguments, and scenarios are eval-
uated for the legal relevance of the evidence (Vlek 2016;
Liu, Islam, and Governatori 2021; Prakken and Kaptein
2016). Thus, deep learning methods are increasingly used
in tasks such as Legal Evidence Retrieval (LER) (Yao et al.
2023). But how is the admissibility of evidence to a fact de-
termined by LLMs? How can the reasoning steps be evalu-
ated? Despite the increasing use of deep learning methods
on legal relevance tasks, existing work still does not answer
the questions. Our work sheds light on a new prompting ap-
proach and the evaluation and refinement of the LLMs’ pre-
dictions about the admissibility of the evidence.



Methodology
Approach
“Chain-of-thought” (CoT) prompts LLMs to address cog-
nitive tasks through multiple reasoning steps. It improves
LLMs’ reasoning performance by mimicking humans’ abil-
ity to decompose a complex task into smaller steps and
solve each step before giving a final answer to the task
(Wei et al. 2022). In our experiments, we compare the CoT-
prompting approach by Kojima et al. (2022) and our ap-
proach, “relevance-chain” (RC) prompting. We define a rel-
evance chain as a set of connected arguments that bridges a
premise and a hypothesis in predefined multiple steps. These
steps increase or decrease the likelihood of the hypothesis as
a whole, which can be evaluated with a chain score.

In Figure 1, the yellow shapes illustrate the inputs and
outputs, and the red shapes the processing steps of our ap-
proach. First, we apply both prompting approaches to get the
reasoning steps and class predictions for CoT-prompting and
the relevance chain, relevance score, and class predictions
for RC-prompting. The reasoning steps of both prompting
approaches are evaluated with ROSCOE metrics (Golovneva
et al. 2022). Additionally, we evaluate the relevance chains
with external LLMs to output alternative chain scores. In the
postprocessing step, the final label is predicted by random
forest or support vector machines (SVMs). We compare RC-
prompting results against CoT-prompting.

Dataset
We use a dataset created from the supervised LER dataset
(LERD) (Yao et al. 2023). It is originally in Chinese and
is comprised of facts and evidence collected from criminal
cases in judgment documents (Wen 2023). Evidences are the
statements that are made by involved parties in the case, pro-
vide perspectives to the facts, and are less informative than
the facts. The task requires assessing the degree to which the
evidence is relevant to the facts. Two lawyers annotated each
sample in the supervised dataset; a third annotated the sam-
ple in case of disagreement. Evidence is annotated as either
irrelevant, partially relevant, or highly relevant. The propor-
tion of disagreements is not reported in the original work,
which is a common problem with NLP datasets (Nighojkar,
Laverghetta Jr., and Licato 2023).

We build a validation and a test set from LERD to ap-
ply the prompting approaches and evaluate the outputs with
ROSCOE metrics to utilize those in postprocessing. For our
validation set, we randomly selected 50 irrelevant, 50 par-
tially relevant, and 50 highly relevant samples from differ-
ent criminal cases, a total of 150 samples. For our test set, we
randomly selected 50 irrelevant, 25 partially relevant, and 50
highly relevant samples, a total of 125. We use only a small
sample of the full dataset due to the computation require-
ments and high costs of API usage associated with LLMs.
All our test samples were from the same criminal case “in-
tentional injury”. The reason for fewer samples for partially
relevant labels in the test set is the low number of samples
from that criminal case in the original dataset. We translated
the selected samples from Chinese to English with Google
Translate (Goo 2023).

Prompting
Brown et al. (2020) showed that LLMs can solve new
tasks even if only a few examples are provided. This ap-
proach, called few-shot learning, has been successfully ap-
plied in legal reasoning tasks (Blair-Stanek, Holzenberger,
and Van Durme 2023; Yu, Quartey, and Schilder 2022). Rel-
evance is essential for determining the admissibility of the
evidence. If it is impossible to prove the evidence through
probabilistic methods, other methods, such as argumenta-
tion and scenarios, are used to explain the legal relevance
of the evidence. We introduce a new prompting technique,
relevance-chain prompting, to better explain the relevance
of possible evidence with arguments.

Relevance chains (Eq. 1) consist of n number of steps,
and in each step except the last, two premises pi are con-
nected with “makes it more likely” or “makes it less likely”
relation. All steps start where the previous step left off, with
the premise connected to the hypothesis h in the last step.
For example, consider the fact that a driver can not avoid
high repair costs after a car crash and the evidence that the
driver was driving the car with alcohol. Figure 2 shows the
relevance chain in three steps. Our starting premise from the
evidence is s = “driving a car with alcohol”, whose rele-
vance to hypothesis h = “avoiding high repair costs” we are
trying to assess. The following premises are p1 = “losing
control of the car” and p2 = “being guilty of a car crash”.
With this prompting technique, the LLM outputs whether
evidence increases or decreases the likelihood of a fact.

RC = {(s, p1), (p1, p2), (p2, p3), ..., (pn−1, h)} (1)

Figure 2: An example relevance chain. In orange is the initial
evidence whose relevance to the hypothesis (green) we are
trying to assess. In blue are the first premises, and in red are
the second premises of each step. Each second premise is
the first premise of the next step, and each step’s premises
are connected with a “makes it more/less likely” relation.

The relevance chain suggests a possible path to increase
or decrease the likelihood of the hypothesis. In this man-
ner, the premise affects the posterior probability of the hy-
pothesis and thus gives a probative value to the premise. We
define the maximum number of steps in the chain nmax as
5 because of the close context between the Fact and Evi-
dence, leading to repeating steps after that number. As LLM,
we used GPT-3.5 (gpt-3.5-turbo) and GPT-4 (gpt-4)
of OpenAI and Flan-T5 (google/flan-t5-xxl) due to
their strong chain-of-thought reasoning performance (Ha-
gendorff, Fabi, and Kosinski 2023; Chung et al. 2022).

Figure 3 illustrates our prompting approach for RC-
prompting. We use the shots to form the output in the desired
format with “makes it more/less likely” relations. We used



Figure 3: Our approach for RC-prompting. The model is
asked a second time if the LLM does not output a relevance
chain the first time (marked as User* and Model* in red).

a two-shot strategy with one relevance chain labeled “irrel-
evant” and the other “highly relevant” to limit the prompt
size and enable the LLMs to learn the output format. We
used the same shots for the validation and test, and those
are from the criminal case “intentional injury”. They in-
clude the fact, the evidence, the question for the relevance
chain and the relevance chain itself, but no information to
the label of that sample in the context except the relevance
chain. Therefore, the shots of CoT-prompting give more
hints about the labels because the labels were easier to un-
derstand from the context of step-by-step reasoning of CoT-
prompting. In the prompts, we replaced the name of the “Ev-
idence” feature in the data with “Report” because we don’t
want to mislead LLMs in case of “irrelevant” labels. If LLM
does not determine relevance and cannot create a chain, we
asked to build the chain a second time. Due to their prob-
abilistic generation, we observed that the GPT models in-
frequently changed the prediction when the question was
asked recursively in the following prompt. To counter this,
we added to the prompt not to change the decision as in the
User* prompt. For RC-prompting, after creating the rele-
vance chain, we prompted the LLMs to give a chain score
and the label, while for CoT-prompting, after step-by-step
reasoning, we prompted the LLMs to output the label.

Evaluation
Nye et al. (2021) utilized language models in a “step-by-
step” generation of outputs to show the intermediate steps
of a multi-step computational operation. Wei et al. (2022)
and Wang et al. (2022) showed that this new thought pro-

cess, step-by-step reasoning, can improve the reasoning of
LLMs. Nevertheless, these methods increase the necessity
of an evaluation metric that evaluates the output from dif-
ferent perspectives. ROSCOE is a suite of evaluation met-
rics for step-by-step language generation that evaluates gen-
erated steps from four perspectives: semantic alignment,
logical inference, semantic similarity, and language coher-
ence (Golovneva et al. 2022). According to those perspec-
tives, we utilized ROSCOE metrics to evaluate the RC-
prompting and CoT-prompting. We filtered out for RC-
prompting the words “Step x:” in the chain where x ∈
{1, 2, 3, ...} to bring it into a continuous text and not to dis-
rupt the logical flow of the reasoning. We applied the fine-
tuned facebook/roscoe-512-roberta-base em-
beddings (Golovneva et al. 2022) to calculate the metrics
because the model shows consistent performance across the
datasets in the original work that introduced ROSCOE.

Additionally, we developed chain scores to apply LLMs
to evaluate relevance chains by prompting. In Figure 3, the
relevance chain is scored by the same LLM in the same dia-
logue. Nevertheless, other LLMs can evaluate the chain in a
new instance as in Figure 4. We let LLMs evaluate the chain
with a score between 1 and 10, with 10 being the highest rel-
evance. If LLM couldn’t build a chain, we assigned a score
of 0. Those chain scores are used together with the ROSCOE
metrics and intermediate predictions of LLMs as features to
train a random forest algorithm on the validation set. We first
normalized the inputs to [0, 1], then employed feature se-
lection with ANOVA (Montgomery 2017) followed by ran-
dom forest (Ho 1995) algorithm. We observed in different
hyperparameter settings that the RC-prompting outperforms
CoT-prompting. However, we selected the hyperparameters
that gave RC and CoT-prompting higher accuracy across dif-
ferent models. The feature selection algorithm reduces the
number of features to 10. For the random forest model, the
maximum tree depth is 5, and the number of estimators is
1000. Except for those, we used the default parameters in
scikit-learn (Sci 2024).

Figure 4: Our approaches for external scoring of relevance
chains and individual steps. The red text is for scoring the
chain, and the blue text is for the individual steps.

In the following scenario, we evaluated the scoring ability
of LLMs for the relevance chains created by other LLMs.
Because a relevance chain consists of any given number
of steps, each step is not obligated to have the same argu-



mentation strength. While the chain score is assigned as an
overall score of the chain, a weak argumentation step might
break the chain’s argumentation strength, which might be
ignored while evaluating the chain as a whole. Thus, we ad-
ditionally let external LLMs score each step to calculate a
chain score from the individual steps. We used the relevance
chains generated by GPT-3.5 and utilized GPT-4 and Flan-
T5 (google/flan-t5-xxl) for external scoring. Figure
4 shows the prompts for scoring the chain and individual
steps. We didn’t use any shots for this approach to not influ-
ence the scoring ability with shots. For the Flan-T5 model,
the system prompt is concatenated to the user prompt. The
predictions and chain scores of the original LLMs are not
used in the final training. We applied the same hyperparam-
eters for the random forest algorithm as in the previous case.
Besides the random forest, we additionally trained our data
on the SVM classifier (Cortes and Vapnik 1995).

Results
Figures 5, 6 and 7 show the test results with final predictions.
Figures 5 and 6 show that for RC-prompting, we achieved a
higher test accuracy than CoT-prompting with GPT models
when the ROSCOE metrics were trained either with the pre-
dictions or the chain scores. For CoT-prompting, interme-
diate predictions didn’t benefit GPT-3.5’s overall test accu-
racy. With its concise and focused argumentation through
the steps to the hypothesis, RC-prompting improves over
CoT-prompting the final prediction performance on the LER
dataset. Figure 7 shows the only exception in the case of
two-shot CoT-prompting. It is not immediately clear to us
why this opposite effect occurs, and future work will need
to explore this more in-depth.

The most significant ROSCOE metrics were accord-
ing to ANOVA faithfulness-step, informativeness-step, and
faithfulness-token. Those semantic alignment metrics of
ROSCOE calculate a normalized cosine similarity between
the hypothesis and the most similar sentence in context for
each value in the reasoning alignment to measure step-wise
reasoning. The faithfulness-step is the mean reasoning align-
ment over the reasoning steps and evaluates whether the
problem is misinterpreted or the chain misuses the informa-
tion. The informativeness-step evaluates the use of the infor-
mation from the source text in the reasoning chain and as-
sesses how well the hypothesis covers the information in the
source text. The faithfulness-token measures the similarities
in token level by extending the calculation of the reasoning
alignment to token embeddings (Golovneva et al. 2022).

Introducing an External Scorer. The results thus far
show that ROSCOE metrics and chain scores generally im-
prove the final prediction accuracy, at least for GPT mod-
els. But how good are LLMs at assigning chain scores for
the output they don’t generate? Can we find better scoring
methods? Comparing LLMs’ scoring abilities might give us
additional insights into their legal reasoning abilities. Next,
we explore those fields using external LLMs to assign a
chain score. We performed no additional hyperparameter
search for random forest and applied the same hyperparame-

Figure 5: Test accuracy of GPT-3.5 model for RC-prompting
and CoT-prompting after final training. Note that chain
scores are not applicable to CoT. The x-axis shows whether
LLM predictions are included in the training.

Figure 6: Test accuracy of GPT-4 model for RC-prompting
and CoT-prompting after final training.

Figure 7: Test accuracy of Flan-T5 model for RC-prompting
and CoT-prompting after final training. Strangely, the im-
provement of RC over CoT is reversed here as compared to
GPT models.



ters from the previous experiment. Table 1 shows the results
of RC-prompting with an external scorer. Here, the LLMs’
chain score is replaced with a score from different LLMs.
We tested different methods for scoring chains by assign-
ing scores to individual steps with LLMs and calculating the
mean, minimum, or harmonic mean as the chain score. We
achieved lower accuracy with both external chain and step
scores. However, we find that the harmonic mean of the step
scores achieves a better test accuracy than other step scoring
methods and has competitive results.

Model Train method Score Extern scorer Test Acc.
GPT-3.5 SVM Chain GPT-4 72.80%
GPT-3.5 Random Forest Chain GPT-4 66.40%
GPT-3.5 SVM Chain Flan-T5 70.40%
GPT-3.5 Random Forest Chain Flan-T5 60.00%
GPT-3.5 SVM Step-mean GPT-4 70.40%
GPT-3.5 Random Forest Step-mean GPT-4 59.20%
GPT-3.5 SVM Step-min GPT-4 70.40%
GPT-3.5 Random Forest Step-min GPT-4 58.40%
GPT-3.5 SVM Step-hmean GPT-4 74.40%
GPT-3.5 Random Forest Step-hmean GPT-4 59.20%

Table 1: The results of the RC-prompting after training with
external scorers. The predictions and chain scores of the
original LLM are not used in the final training.

Discussion
Our first research question was whether the LLMs can rec-
ognize the probative value of evidence. Both prompting
methods, relevance-chain and chain-of-thought, can explain
the relevance of the evidence given the facts in their outputs.
Figure 8 shows a relevance chain generated by GPT-4 from
the test set. Both GPT models could output the relevance
chain in the given format by connecting the fact and the
evidence, while in the case of Flan-T5, the output was not
always in the desired format. “Makes it more/less likely” re-
lations were missing often. Flan-T5 also struggled to output
a chain-of-thought prompt, as the outputs were often short
explanations with one or two sentences.

Figure 8: A relevance chain output from the test set gener-
ated by GPT-4. The chain score is in red, and the predicted
class is in blue.

The text outputs of the labels were quite robust in the case
of GPT models, as no text variation was observed except
for the punctuation. In the outputs of Flan-T5 models, la-
bels such as “High relevant”, “High relevance”, “Very rele-
vant” or “Semi-relevant” were observed. The first three are

accepted as “Highly relevant” and the last as “Partially rele-
vant” as those preserved the meaning of the original labels.
We counted the labels as wrong if the variation does not pre-
serve the meaning of the original label. Nevertheless, the to-
tal number of variations was no more than 5% in the best
results.

Our second research question was whether existing mea-
sures of chain strength reflect probative value. The training
with ROSCOE metrics helped determine the admissibility of
the evidence, increased prediction accuracy, and helped RC-
prompting outperform CoT-prompting. We believe that one
reason for RC-prompting’s increased performance in post-
processing is the dense information flow in the chain, which
describes a clear path to the hypothesis to increase or de-
crease its likelihood.

Another key aspect for increased accuracy is using the
chain scores in the training, improving accuracy. Thus, we
experimented with external LLMs to find the best methods
to assign a chain score. As shown previously, the chain score
remained the best option overall, while taking the harmonic
mean of the step scores has a competitive performance. One
possible explanation for the performance of harmonic mean
might be its ability to limit the impact of outliers, leading
to a more balanced chain score. Our experiments show that
LLMs successfully assign a chain score to the output. How-
ever, the restricted size of our test set might limit the robust-
ness of the outcome.

Conclusion
We showed that LLMs can successfully utilize RC-
prompting for legal tasks to assess relevant evidence. Once
the outputs are postprocessed with ROSCOE metrics, it out-
performs the CoT-prompting method on GPT models but has
the exact opposite effect on Flan-T5. We suspect that the
lower number of parameters and allowed maximum number
of tokens in Flan-T5 are the reasons for the performance dif-
ference, and this suggests a deeper and qualitative difference
in the kinds of reasoning both types of LLMs can produce.
Future work will need to explore this more.

In our work, we applied relevance chains for the legal rel-
evance task to determine the relevance of the evidence. We
hope to explore whether it is possible to apply our method
to different domains where the identification or explanation
of relevance is required. For easy replicability, we provide
access to our source code files.1
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