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Abstract
Classification algorithms using Transformer architec-
tures can be affected by the sequence length learning
problem whenever observations from different classes
have a different length distribution. This problem causes
models to use sequence length as a predictive feature
instead of relying on important textual information. Al-
though most public datasets are not affected by this
problem, privately owned corpora for fields such as
medicine and insurance may carry this data bias. The
exploitation of this sequence length feature poses chal-
lenges throughout the value chain as these machine
learning models can be used in critical applications.
In this paper, we empirically expose this problem and
present approaches to minimize its impacts.

1 Introduction
Transformer-based models (Vaswani et al. 2017), the cur-
rent go-to models in terms of state-of-the-art performance,
achieve impressive performances in most natural language
processing (NLP) tasks. Being parameter-heavy models
trained on huge corpora, they retain most of the training
data information (Bender et al. 2021), leading to signif-
icant improvements. However, these improvements some-
times rely on unknown and undesirable correlations present
in the training and test data. Models can learn to leverage
these correlations as classification shortcuts (Bastings et al.
2021).

A well-known source of shortcuts is bias. Using bias as a
shortcut, a model could, for instance, associate gender and
occupation together (Lu et al. 2020) instead of learning use-
ful textual representations that would help infer someone’s
occupation. Even though the use of shortcuts can lead to
model improvements during construction as they are good
for the wrong reasons (McCoy, Pavlick, and Linzen 2019),
it can create problems along the value chain if end users
are not aware of the heuristic used. Other sources of clas-
sification shortcut include spurious features where inductive
model bias is generated by artifacts from the annotation pro-
cess or text structure, so models learn the dataset instead of
the task.
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A lesser-known classification shortcut is the sequence
length difference between observations of different classes
in a classification task. Exploiting this feature implies that
any variation of the observations length, regardless of their
textual content, can lead to misclassifications. As with other
spurious features, the use of shortcuts also impacts the per-
formance of explanation mechanisms since the main fea-
tures exploited are not based on textual content. Another
problem with sequence length learning is artificial overper-
formance with the training and test datasets. A performance
distortion leads to unfair comparisons for model selection
since some models may converge to a local minimum using
sequence length rather than fully representing the textual in-
formation. Overall, sequence length should be avoided be-
cause the performance gain comes at the expense of model
robustness, explainability, and evaluation.

Although seldom encountered in public and open
datasets, we encounter this problem in our work as we aim to
provide analyst with early warnings of catastrophic (costly)
claims. Since basic and catastrophic claim files have differ-
ent length profiles, our modeling efforts are hampered by
sequence length learning.

This paper presents two contributions related to the prob-
lem described above. Our first contribution is an empirical
study of how transformer-based models are affected by se-
quence length learning. Our second contribution is the evalu-
ation of techniques using the capabilities of pretrained trans-
formers to mitigate the impacts of this feature.

The remainder of the paper is as follows. We describe
in Section 2 how the literature identifies and addresses the
problem. In Section 3, we present a series of experiments
that investigate the impact of the sequence length meta-
feature using four textual classification datasets. Finally, we
analyze in Section 4 data-centric techniques to mitigate the
impact of learning sequence length meta-features.

2 Related Work
Model exploiting classification shortcuts is no new theme in
the natural language processing research community. Many
studies have been made regarding fairness and bias (such
as gender or ethnicity, see (Garrido-Muñoz et al. 2021))
that bypass task learning by learning the artifacts from the
dataset. (Lovering et al. 2021) investigated how spurious
features (e.g. lexical overlap) were preferred over the target



feature (i.e. textual information) and correlated the extrabil-
ity of a feature in a language model documents pretrained
representation with its use in the classification task.

In their work, (Warstadt et al. 2020) identified many spuri-
ous (surface) features and studied their impact on pretraining
weights of transformer models such as BERT and RoBERTa.
Those identified features were associated with nonlinguistic
text singularities, such as word absolute position (sentence
starts with ”the”), sequence length (text is longer than n
words), lexical content (sentence contains ”the”), word rel-
ative position (”the” is before ”an”) and orthography (is the
sentence in title case). They concluded that the model would
acquire a preference for linguistics features rather than sur-
face features as long as enough examples were provided dur-
ing self-supervised pretraining. Although they considered
the sequence length as a surface feature, it has not been
evaluated how strongly the model relies on the feature on
a downstream task.

This lesser-known sequence length spurious feature has
seldom been explored in the literature. (Baillargeon, Cos-
sette, and Lamontagne 2023) presented that recurrent neural
networks would use the sequence length as a feature in an
empirical demonstration using simulation and with a senti-
ment polarity task. They presented that weight decay reg-
ularization prevented the usage of sequence length. How-
ever, their work was limited to recurrent neural networks,
and transformer architecture was left out. Our application
could not eliminate the sequence length using their regular-
ization scheme. Sequence length was also studied in (Jeon
and Strube 2021), where the authors identified this potential
problem in essay gradings. Their work presented that the
transformer model (XLNet) uses the essay length to grade
it in a regression task. To palliate this problem, the authors
used the assumption that word distribution is a score predic-
tor and is not transferable to our classification problem.

The literature on spurious features and bias mitigation
proposed various solutions avenues, such as adversarial
learning (Belinkov et al. 2019) and optimizer-based solu-
tions (Jiang et al. 2022). Approaches, such as data augmen-
tation, are presented by (Sun et al. 2019) and (Prost, Thain,
and Bolukbasi 2019) to mitigate (gender) bias and reduce
its impacts as a classification shortcut. (Wu et al. 2022) ad-
dressed the spurious feature problem with a data augmenta-
tion and reduction approach for datasets for natural language
inference tasks. Both methods we are proposing are inspired
by their approach.

3 Assessing the Impact of Sequence Length
Learning

In this section, we describe our approach to expose models
to sequence length learning using publicly available classi-
fication datasets. We start by presenting the datasets used
in our work and then describe various experiments to study
this problem. In the first experiment, we assess the propen-
sity of models to rely on sequence length. Other aspects,
such as the extent of the problem resulting from overlapping
class length distributions, are studied in subsequent exper-
iments. We finally show that the problem affects different

transformer encoder architectures and we explore its poten-
tial sources.

3.1 Datasets
In our experiment, we expose four text classification datasets
to the sequence length learning problem. The first dataset,
Amazon-Polarity (AP) (Zhang, Zhao, and LeCun 2015),
contains reviews on a scale of five ratings grouped into
negative (label 0) and positive (label 1) classes. The train-
ing set consists of 3.6M examples equally divided into two
classes. The second, Yelp-Polarity (YP) (Zhang, Zhao, and
LeCun 2015), is another binary classification dataset con-
taining 500K text examples labeled negative (0) or positive
(1). The third dataset is Multi Natural Language Inference
(MNLI), introduced by (Williams, Nangia, and Bowman
2018), a multi-class classification task included in the GLUE
benchmark. This dataset contains 433k sentence pairs and
three inference labels, where a model must assess whether
the second sentence is either an entailment (label 0), neu-
tral (label 1), or contradictory (label 2) with the first sen-
tence. Finally the fourth dataset, Question-answering NLI
(QLNI) introduced by (Rajpurkar et al. 2016), also included
in GLUE, is a binary classification with 116k question-
answer pairs, labeled as entailment (0) or not-entailment (1).

To expose the datasets to the sequence length problem,
we inject this spurious feature by creating a sequence length
imbalance in the training data, and we partition the test set
to assess the behavior of the model for different overlaps of
distribution.

Alteration of Training Datasets to Inject sequence length
Imbalance The sequence length meta-feature is injected
by truncating the training sets to obtain non-overlapping se-
quence length distributions between classes. To do this, a
specific length threshold is selected to divide the class ob-
servations. As we use transformers with specific pretrained
tokenizers, we estimate the sequence length as the number
of tokens after tokenizing the dataset. Also, as transformer
models have a maximum input size, observations longer than
this maximum size are truncated. For binary classification,
we select the length threshold that gives the best accuracy
score for a classifier that uses the sequence length of obser-
vations as the only feature. For the NLI tasks, we used the
33rd and 66th (for MNLI) and 50th (for QNLI) length per-
centile of the full training set distribution. Table 1 contains
these values for the four datasets used in our work.

Dataset Threshold
AP 92
YP 127

MLNI 31, 45
QLNI 48

Table 1: Threshold lengths used for dataset partitioning.

As noted in Table 1, a threshold of 92 tokens is used to
partition the examples for Amazon Polarity and 127 tokens
for Yelp Polarity. For both datasets, we keep the negative
examples above the threshold and the positives below. For



MNLI, we keep observations containing up to 31 tokens for
entailment, 32 to 45 for neutral, and above 45 for contra-
diction. For QNLI, we kept observation containing up to 48
tokens for entailment and above 48 for not-entailment.

Generation of Test Subsets To evaluate the importance of
sequence length in the classification process, we divide each
test datasets according to two partitionings. The first test par-
titioning, Gap-test, uses the same rules as in Section 3.1 to
keep test length distributions similar to those in the training
set. The resulting partitions contain task-relevant data and
are also of unbalanced length. The second, Reverse-test, is
partitioned as the complement of the first by filtering obser-
vations (instead of keeping them) using the threshold rules.
This second partitioning still contains relevant data for the
task. However the length distributions in these test parti-
tions are the inverse of those in the training set. In Figure 2,
we present the partitionings obtained for Yelp Polarity. Ob-
serving a difference in the performance of a model on these
two datasets would indicate wether the model uses sequence
length as spurious feature.

(a) Gap-test partitioning

(b) Reverse-test partitioning

Figure 2: The length distributions for different partitionings
of the Yelp Polarity test set. The spikes on the right side
correspond to the proportion of examples truncated at the
maximum transformer input length.

3.2 Evaluation of the Impact of the sequence
length Feature

To assess the presence of sequence length learning, we train
models on the training datasets altered as described in Sec-
tion 3.1 and evaluate them on the three test sets (the Orig-
inal test set as well as its Gap-test and Reverse-test parti-
tionings) presented in Section 3.1. For this experiment, we
use RoBERTa (Liu et al. 2019), a baseline model that we
finetune from the roberta-base pretrained weights pro-
vided by the Hugging Face transformers library (Wolf et al.
2019).

Original Original Gap Reverse
train test test test
AP 94.7 % 95.1 % 94.1 %
YP 97.6 % 98.0 % 97.1 %

MNLI 82.9 % 82.1 % 83.3 %
QLNI 91.4 % 91.3 % 91.6 %

Table 2: Single-run accuracy with the original train sets

We first present in Table 2 the classification results of
the models trained with the original unmodified training
datasets. We can observe that the accuracy performance is
similar to the state of the art for each dataset. Moreover
using length-unbalanced test sets does not affect the re-
sults because classification the models are trained on length-
balanced training sets.

Altered Original Gap Reverse
train test test test
AP 53.4 % 100.0 % 0.0 %
YP 56.0 % 100.0 % 0.0 %

MNLI 34.1 % 100.0 % 13.3 %
QNLI 46.3 % 100.0 % 0.0 %

Table 3: Single-run accuracy with the altered datasets

To evaluate the impact of unbalanced sequence length on
model behavior, we finetune other roberta-base mod-
els using the length-altered training sets described in Sec-
tion 3.1. Table 3 presents the evaluation results with these
models.

First we can see that all four models perform very well on
the Gap-Test partitioning with accuracy results above the
baseline evaluation. In fact, all four obtain perfect scores.
This first result suggests that all the models seem to capture
sequence length as a classification spurious feature.

However, we observe that all the models perform very
poorly on the Reverse-Test partitioning. Both sentiment
analysis and QNLI models fail to make a single accurate pre-
diction. Moreover, the results of the MNLI model are signif-
icantly lower than those of a random class selection. Again,
it suggests that the models rely heavily on sequence length
and also indicates that the content of the texts is almost never
taken into account to make predictions.

A last observation made from the results obtained on the
Original-Test partitioning indicates that training the models



with length-unbalanced datasets significantly degrades per-
formance even when evaluated with a balanced test set.

Combining all these observations, we can draw two con-
clusions with a high degree of certainty. The first one is that
the model will strongly rely on sequence length to make
classifications if the data for each class is non-overlapping
partitioned. The second conclusion is that the performance
of a transformer model will be deceptively high when se-
quence length can be used. Furthermore, there is a high risk
that analysts would be unaware of the presence of the se-
quence length feature contribution to the models and would
be unable to evaluate its significance.

3.3 Evaluation of sequence length Learning for
Partial Class Overlap

We concluded in Section 3.2 that sequence length learning
will bring the model to exclusively use this spurious feature
when the length distribution of the different classes is per-
fectly partitioned. However, in a more realistic scenario, the
classes will have overlapping sequence length distributions,
and its impact will not be as drastic as presented in the previ-
ous section. In this section, we evaluate the relationship be-
tween the percentage of overlap in the length distributions of
two classes and its impact on the classification performance.

To control the injection of the sequence length meta-
feature in the datasets, we gradually adjust the overlap ra-
tio between the two classes using different lower and upper
thresholds. Table 4 presents the upper and lower bounds of
the selected overlap proportions for the Amazon Polarity and
Yelp Polarity classes.

Dataset Overlap % Lower Upper
AP 92 % (original) 0 512
AP 80 % 40 200
AP 50 % 60 125
AP 25 % 70 85
AP 0 % 80 80
YP 87 % (original) 0 512
YP 80 % 30 360
YP 50 % 90 230
YP 25 % 100 150
YP 0 % 125 125

Table 4: Lower and upper thresholds for partitioning exam-
ples respectively with long and short lengths

For illustration purposes, the reader can understand from
the values in bold in the table that if we keep examples with
less than 230 tokens for the short class and examples longer
than 90 tokens for the long class of YP, one obtains two dis-
tributions where 50% of the examples overlap in sequence
length. This partitioning of the dataset is illustrated in Fig-
ure 1 with the original distribution (88% overlap) in part (a)
and the altered version in part (b).

From the results presented in Table 5, we first notice that,
as the training distribution overlap diminishes, the perfor-
mance on Original-test degrades for both datasets, from
95.0 % to 53.2 % for AP and from 97.6 % to 56.0 % for

(a) Original distribution

(b) Altered distribution with 50 % overlap

Figure 1: Observation length distributions for Yelp-Polarity.

Altered Overlap Original Gap Reverse
train % test test test
AP 92 % 95 % 95 % 94 %
AP 80 % 88 % 97 % 77 %
AP 50 % 70 % 98 % 38 %
AP 25 % 60 % 99 % 15 %
AP 0 % 53 % 100 % 0 %
YP 88 % 98 % 98 % 97 %
YP 80 % 94 % 99 % 89 %
YP 50 % 75 % 99 % 43 %
YP 25 % 64 % 100 % 19 %
YP 0 % 56 % 100 % 0 %

Table 5: Single-run accuracy of models trained with datasets
altered for different overlap ratios.

YP. As Original-test combines the observations from Gap-
test and Reverse-test, we expect this decrease to come from
either partition. Investigating the performance of the models
on Gap-test allow us to observe an increase in accuracy as
the overlap proportion of both classes decreases. Conversely,
the accuracy of the models evaluated on the Reverse-test
subset decreases substantially, with a degradation almost lin-
early proportional to the overlap ratio. This suggests that a
sequence learning effect takes place and becomes stronger
as the percentage of overlap decreases (corresponding to an



increase of the sequence length imbalance).
Using this analysis, we conclude that the transformer en-

coder model used for these experiments suffer from the se-
quence length learning problem to a large extent whenever
the spurious surface feature is present in the dataset. The
overlap ratio between the class length distributions offers a
simple and efficient estimator of the extent of the problem in
a dataset. The more the distributions overlap, the lesser the
problem.

3.4 Source of Sequence Length Learning in
Transformers Layers

An important question to ask is ”Where does this learning
in the transformer architecture come from?”. To locate the
source of the problem, we divide RoBERTa into three parts
(embedding layer, encoder layers and classification head)
and train each part in isolation using the altered training
dataset as in Section 3.2. We then assess the extent to which
sequence length learning occurs in these trained parts. We
trained each part for 10 epochs.

The first part is the embedding layer that contains the em-
beddings of the tokens, the positions and the token types.
The second part contain the transformer layers of the en-
coder, composed (for RoBERTa) of 12 transformer blocs
featuring the self-attention mechanism. Finally, the last layer
is the classification head, which includes a fully connected
layer that converts the <cls> token generated by the en-
coder into an output class prediction.

Trained original gap reverse
Bloc test test test

Embedding 55 % 54 % 55 %
Encoder 56 % 100 % 0 %

Classification 77 % 98 % 51 %

Table 6: Single-run evaluation (accuracy) of each trans-
former part trained in isolation.

We observe from Table 6 that the sequence length spu-
rious feature strongly affects the transformer encoder lay-
ers and is also present to a lesser extent in the fully con-
nected classification head. Surprisingly, no learning takes
place in the Embedding layers, although positional embed-
dings would seem to be candidates for capturing sequence
length related information.

3.5 Sequence Length Learning for Different
Transformer Encoder Architectures

Our previous experiments are intended to illustrate the ex-
tent of the sequence length learning problem using a sin-
gle model, roberta-base. We present in this section
the results for three other transformer encoder architectures.
Those architectures were selected to encompass a wider
range of models and extend our findings to the family of
transformer encoders.
RoBERTa was initially selected due to its high perfor-

mance, availability, and general public adoption. Here we
compare the base and large versions of RoBERTa to

understand the impact of a large number of parameters on
sequence length learning. Electra was selected to eval-
uate a model not pretrained with Masked Language Mod-
eling. Finally, BigBird was chosen as a representative of
the TransformerXL family, which can extend the trans-
former architecture to sequences of longer lengths. This em-
pirical study was performed using the YP dataset, and the
models were trained for one full epoch, at which point they
converged.

Transformer original gap reverse
Model test test test

RoBERTa-base 56.4 % 100 % 0.001 %
RoBERTa-large 56.7 % 100 % 0.005 %

Electra 57.6 % 100 % 0.023 %
BigBird 56.9 % 100 % 0.016 %

Table 7: Single-run evaluation (accuracy) for different trans-
former encoder architectures trained with sequence length
imbalanced data.

Results presented in Table 7 clearly indicate that all
the models studied are affected and rely almost solely on
sequence length class imbalance whenever this feature is
present in the dataset.

4 Alleviating the Impact of Sequence Length
Learning

Sequence length learning can be addressed as a bias or spu-
rious feature learning problem. In both cases, as presented in
Section 2, solutions including adversarial learning or gradi-
ent adjustment could be good candidates. In this section, we
favor data-oriented techniques that have proven to be effec-
tive by many authors, even if they are on the simpler side of
the solution spectrum. We adopt two approaches to reduce
the unwanted impact of sequence length learning on binary
sentiment analysis models. The first is removing problem-
atic observations from the training dataset and leveraging
pretrained transformer representations. The second is a data
augmentation technique that uses the transformer as a pre-
trained language model to increase the overlap percentage.

4.1 Removing Problematic Observations
The first approach exploits the transformer representations
learned during pretraining. These efficient representations
allow us to significantly reduce the number of training ex-
amples by removing the observations that would create the
greatest bias in the classification model. A similar scheme
was adopted in (Wu et al. 2022). In our work, we can
trivially identify these observations by measuring their se-
quence length during data preparation.

To evaluate this technique on binary sentiment analysis
models, we finetune the weights of roberta-base after
removing all observations with a sequence length outside
the overlap region of both class distributions. This results in
the elimination of the presence of the sequence length meta-
feature in training sets.



The results of the classification model evaluated on re-
duced datasets are presented in Table 8. It contains the
dataset used and the initial and updated class overlap per-
centage. The last two columns present the accuracies of
the models trained with (Ini.) and without (Red.) problem-
atic observations, evaluated on the unaltered Original-test
dataset.

Train Overlap Accuracy
Dataset Ini. Red. Ini. Red.

AP 80 % 100 % 87.7 % 95.4 %
AP 50 % 100 % 70.3 % 95.2 %
AP 25 % 100 % 60.0 % 94.7 %
AP 0 % n/a 53.2 % n/a
YP 80 % 100 % 94.4 % 98.1 %
YP 50 % 100 % 74.6 % 97.8 %
YP 25 % 100 % 64.5 % 97.5 %
YP 0 % n/a 56.0 % n/a

Table 8: Single-run evaluation of models pre-trained with
(Ini.) and without (Red.) problematic observations. The test
set used is the Original-test dataset.

As expected, the models pre-trained without problematic
examples perform very well. Even the models using a small
part of the training data achieve performance similar to state-
of-the-art models.

4.2 Augmenting Training Data Using LM
The second technique we tested exploits the transformer pre-
trained language model to reduce the sequence length imbal-
ance contained in the training data. We reduce this bias by
synthetically increasing the overlap percentage. To achieve
this, we extend the short class examples and shorten the
long class examples using mask tokens. For this experiment,
we use the masked language model (MLM) of RoBERTa to
achieve both alterations.

Data Augmention Approach To extend examples of the
dataset, we choose examples from the short class, and add a
random number of <mask> literal tokens in each instance.
In our experiment, the random number of <mask> inser-
tions for a given document follows a binomial distribution
with parameters q = 0.15 and m being equal to the number
of tokens in the example.

To reduce examples of the dataset, we pick examples from
the long class and select a random number of tokens to re-
move. Instead of removing the tokens and running the risk
of creating dissociated sentence fragments, we replace two
consecutive words with a single <mask> token, allowing
the MLM to fill in the blank and connect the two sentence
pieces.

For both operations, the words replacing the <mask> to-
kens are selected by the MLM transformer model. The aug-
mented dataset contains the examples resulting from the two
operations.

Results with Augmented Training data Knowing that
labels are mostly preserved during the augmentation pro-

cess, we evaluate whether training models with augmented
datasets can alleviate the impact of sequence length learning.
The results are presented in Table 9. It contains the dataset
used and the distribution overlap values of the initial (Ini.)
and augmented (Aug.) training sets. The last two columns
present the accuracy of the models trained using the initial
dataset or augmented data, the performance being evaluated
with the unaltered Original-test dataset.

Train Overlap Accuracy
Dataset Ini. Aug. Ini. Aug.

AP 80 % 84 % 87.7 % 90.4 %
AP 50 % 65 % 70.3 % 77.2 %
AP 25 % 46 % 60.0 % 69.2 %
AP 0 % 24 % 53.2 % 62.8 %
YP 80 % 89 % 94.4 % 86.6 %
YP 50 % 62 % 74.6 % 73.9 %
YP 25 % 40 % 64.5 % 79.1 %
YP 0 % 15 % 56.0 % 69.0 %

Table 9: Single-run accuracy of the models trained with
(Aug.) or without (Ini.) augmented datasets. The test set
used is the Original-test dataset.

We consider that data augmentation helps whenever we
measure an improvement of accuracy with the augmented
model over the original version and augmenting datasets at
lower overlap values (0%, 25%, and 50%) lessen the spuri-
ous feature impact for both AP and YP.

The results from the last two sections support our hypoth-
esis that data-centric approaches, such as extension and re-
duction, can alleviate the impacts of sequence length learn-
ing when they increase the overlapping percentage of class
length distribution.

5 Conclusion & Future Works
In this paper, we illustrate with some tests that transformer-
based architectures suffer from sequence length learning.
When trained with an unbalanced dataset, a model learns
to use the difference between class length distributions in-
stead of relying on important textual features. We empiri-
cally demonstrate that we can inject a sequence length meta-
feature into a dataset and force a transformer-based classifier
to use it. We evaluated this problem on different NLP tasks
and transformer encoder models. Finally, we show its im-
pact can be reduced by eliminating examples outside of the
overlap region or by augmenting training datasets using the
MLM capabilities of transformers.

For future work, we would like to perform a similar eval-
uation on hierarchical architectures such as HAN (Yang et
al. 2016) and Recurrence/Transformer over BERT (roBERT
by (Pappagari et al. 2019)). We believe these models would
also suffer from the same problem. However the hierarchi-
cal topology of these networks would allow for innovative
approaches. Adversarial approaches could also be evaluated,
such as training a model to classify while preventing another
model from using its representation to predict the sequence
length.
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