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Abstract

This tutorial introduces participants to the main issues
and themes pertaining to ethics of artificial intelligence
(AI). Analyzing what ethics of AI is by reflecting on
our understanding of both ethics and AI, the aim is to
clarify and expose how ethics of AI can be conceived in
different ways depending on the approach one adopts.
Through the use of concrete examples, participants will
be introduced to various issues in the ethics of AI liter-
ature, allowing them to reflect upon their own research
and practice.
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Introduction
Along with the technological growth we are experiencing
comes deep ethical concerns regarding not only regulation
and usage of AI systems, but also research and development.
As new technologies and techniques become available, peo-
ple are realizing the necessity of reflecting on the ethics of
AI as well as on the principles that should guide our endeav-
ors and the consequences we should aim to avoid.

Target Audience and Objective
The aim of this tutorial is to promote intersectoral reflec-
tions on AI and introduce participants to the ethics of AI.
Starting from the assumption that understanding the ethics
of AI requires a proper understanding of both ethics and AI,
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we reflect on what both ethics and AI are in order to bring to
light different ways in which ethics of AI can be understood,
emphasizing the limitations of ethical AI and its relationship
to explainable AI (XAI). This tutorial targets a multidisci-
plinary audience broadly composed of scholars from exact
sciences as well as from the humanities, with a specific in-
terest for scholars from computer science, engineering, and
philosophy.

Relevance
This tutorial builds on the idea that ethics of AI needs to
be grounded on a dialog between natural science, engineer-
ing as well as human and social sciences in order to re-
ally contribute to the development of AI. As such, it starts
from the assumption that human and social sciences should
not only inform technological developments but should also
be informed by natural sciences and engineering. Scholars
in human and social sciences need to understand the con-
straints and limitations surrounding technological develop-
ments to be able to integrate these concerns into their ethi-
cal and social reflections. They need to understand how the
values they promote can be integrated within technological
developments in order to form an informed judgment. Oth-
erwise, human and social sciences will have a very limited
impact on technological developments. Ethical concerns, if
they are not informed by the practice, are essentially theo-
retical and void of any concrete empirical consequence. As
such, although theoretical considerations regarding the prin-
ciples and values that should guide technological develop-
ments are important, there is a pressing need to stop reflect-
ing upon the theory and think of feasible ways to apply this
theory to concrete cases. This can be understood as a shift of
perspective from normative ethics to applied ethics. By em-
phasizing conceptual distinctions regarding both ethics and
AI, this tutorial will expose how ethics of AI can be under-
stood in distinct and complementary ways, from a normative
understanding of ethics of AI to an applied one.

Structure and Scope
1. What is ethics?

(a) Ethics, truth, and relativism
(b) Ethical pluralism
(c) Normative and applied ethics



(d) Are technologies and algorithms value neutral?
2. What is AI?

(a) AI singularity and AGI
(b) Applied AI

3. What is ethics of AI?
(a) Normative ethics and AI singularity
(b) Normative ethics and applied AI
(c) Applied ethics and applied AI

4. Ethics, AI, Automation, and XAI
(a) Pluralism and the possibility of automating ethics to

solve dilemmas
(b) Explainability of automated ethical reasoning and be-

havior
(c) Ethical XAI
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