Abstract

One of the simplest and popular clustering method is the simple k-means clustering algorithm. One of the drawbacks of the method is its sensitivity to outliers. To overcome this problem, the k-medians clustering algorithm is used. Another limitation of the simple k-means clustering algorithm is the Euclidean space assumption. The k-medoids has been used to overcome this assumption. Here a combined method called the k-medianoids clustering algorithm is proposed. A medianoid is a kind of median that does not require the Euclidean space assumption and is formally defined. The proposed method is demonstrated using nucleotide sequences.

Introduction

One of the simplest and popular clustering method is the simple k-means clustering algorithm. It has been widely used in various applications, including image processing, pattern recognition, and data mining. It has also been used in various fields, such as marketing, where it has been used to segment customers into different groups based on their demographic and purchasing behavior.

This simple method had been proposed by multiple researchers independently such as in (Forgy 1965; Friedman and Rubin 1967; Macqueen 1967). The earliest one goes as far back as 1956 (Steinhaus 1957). It is also known as Lloyd’s algorithm or Voronoi iteration (Lloyd 1982) and the most popular and earliest one.

One of the major drawbacks of the k-means algorithm is that k-means algorithm is too sensitive to outliers. A variation to the k-means clustering method can be made to mitigate the outlier problem. One of them is k-medians clustering (see Jain and Dubes 1988) for details). The membership of each instance to clusters is reliant to the median statistical parameter instead of the mean. It is closely related to the general but hard p-median facility location problem (Hakimi 1964).

Another problem of the simple k-means clustering algorithm is the Euclidean space assumption. If the data space is non-Euclidean such as binary or data is represented as a graph or string, mean is often meaningless or cannot be computed. The k-medoids has been used to overcome this assumption. The medoid was utilized instead of mean in k-means method to cluster and it is called partitioning around medoids, PAM in short (Kaufman and Rousseeuw 1987) (see (Kaufman and Rousseeuw 1990, Ch. 2) for further description).

The k-medoids clustering algorithm still suffers from the outlier problem and the k-median clustering may not be useful if the data space is non-Euclidean. In order to incorporate the advantages of both k-medians and k-medoids to overcome some limitations of k-means algorithm, the k-medianoids clustering algorithm is proposed here.

Medianoids

In order to compute the medianoid, two extreme points that make a diameter of the cluster are first identified as given in eqn (1).

\[ \{k_1, k_2\} = \arg\max_{x, y \in X} d(x, y) \]  

Then the medianoid is defined recursively as follows.
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Table 1: Pairwise Distance Matrix for SSU rDNA sequences retrieved from (Sokolova and Hawke 2016)

<table>
<thead>
<tr>
<th></th>
<th>PN</th>
<th>PM</th>
<th>P6</th>
<th>MM</th>
<th>AM</th>
<th>NC</th>
<th>PP</th>
<th>GA</th>
<th>HA</th>
<th>TC</th>
<th>SL</th>
<th>AP</th>
<th>AR</th>
<th>LO</th>
</tr>
</thead>
<tbody>
<tr>
<td>PN</td>
<td>0.000</td>
<td>0.001</td>
<td>0.02</td>
<td>0.016</td>
<td>0.351</td>
<td>0.314</td>
<td>0.227</td>
<td>0.228</td>
<td>0.216</td>
<td>0.265</td>
<td>0.226</td>
<td>0.458</td>
<td>0.401</td>
<td>0.38</td>
</tr>
<tr>
<td>PM</td>
<td>0.001</td>
<td>0.002</td>
<td>0.022</td>
<td>0.017</td>
<td>0.316</td>
<td>0.361</td>
<td>0.225</td>
<td>0.230</td>
<td>0.218</td>
<td>0.267</td>
<td>0.226</td>
<td>0.455</td>
<td>0.403</td>
<td>0.383</td>
</tr>
<tr>
<td>P6</td>
<td>0.020</td>
<td>0.022</td>
<td>0.023</td>
<td>0.346</td>
<td>0.316</td>
<td>0.221</td>
<td>0.226</td>
<td>0.214</td>
<td>0.259</td>
<td>0.225</td>
<td>0.467</td>
<td>0.393</td>
<td>0.386</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>0.016</td>
<td>0.017</td>
<td>0.031</td>
<td>0.352</td>
<td>0.322</td>
<td>0.233</td>
<td>0.234</td>
<td>0.219</td>
<td>0.259</td>
<td>0.228</td>
<td>0.479</td>
<td>0.409</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>0.351</td>
<td>0.353</td>
<td>0.346</td>
<td>0.352</td>
<td>0.083</td>
<td>0.397</td>
<td>0.372</td>
<td>0.378</td>
<td>0.365</td>
<td>0.343</td>
<td>0.475</td>
<td>0.522</td>
<td>0.476</td>
<td>0.521</td>
</tr>
<tr>
<td>NC</td>
<td>0.314</td>
<td>0.316</td>
<td>0.316</td>
<td>0.322</td>
<td>0.083</td>
<td>0.365</td>
<td>0.342</td>
<td>0.343</td>
<td>0.333</td>
<td>0.347</td>
<td>0.487</td>
<td>0.441</td>
<td>0.468</td>
<td></td>
</tr>
<tr>
<td>PP</td>
<td>0.227</td>
<td>0.225</td>
<td>0.221</td>
<td>0.233</td>
<td>0.397</td>
<td>0.365</td>
<td>0.069</td>
<td>0.066</td>
<td>0.205</td>
<td>0.156</td>
<td>0.446</td>
<td>0.405</td>
<td>0.335</td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>0.228</td>
<td>0.225</td>
<td>0.225</td>
<td>0.223</td>
<td>0.374</td>
<td>0.342</td>
<td>0.069</td>
<td>0.055</td>
<td>0.156</td>
<td>0.190</td>
<td>0.437</td>
<td>0.402</td>
<td>0.342</td>
<td></td>
</tr>
<tr>
<td>HA</td>
<td>0.216</td>
<td>0.216</td>
<td>0.214</td>
<td>0.219</td>
<td>0.372</td>
<td>0.343</td>
<td>0.066</td>
<td>0.055</td>
<td>0.181</td>
<td>0.139</td>
<td>0.434</td>
<td>0.381</td>
<td>0.332</td>
<td></td>
</tr>
<tr>
<td>TC</td>
<td>0.265</td>
<td>0.267</td>
<td>0.259</td>
<td>0.269</td>
<td>0.341</td>
<td>0.333</td>
<td>0.205</td>
<td>0.199</td>
<td>0.190</td>
<td>0.180</td>
<td>0.452</td>
<td>0.362</td>
<td>0.357</td>
<td></td>
</tr>
<tr>
<td>SL</td>
<td>0.226</td>
<td>0.228</td>
<td>0.225</td>
<td>0.238</td>
<td>0.375</td>
<td>0.347</td>
<td>0.156</td>
<td>0.157</td>
<td>0.139</td>
<td>0.126</td>
<td>0.455</td>
<td>0.363</td>
<td>0.326</td>
<td></td>
</tr>
<tr>
<td>AP</td>
<td>0.458</td>
<td>0.455</td>
<td>0.467</td>
<td>0.479</td>
<td>0.522</td>
<td>0.487</td>
<td>0.446</td>
<td>0.437</td>
<td>0.434</td>
<td>0.452</td>
<td>0.455</td>
<td>0.319</td>
<td>0.412</td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>0.401</td>
<td>0.403</td>
<td>0.393</td>
<td>0.409</td>
<td>0.476</td>
<td>0.441</td>
<td>0.405</td>
<td>0.381</td>
<td>0.362</td>
<td>0.363</td>
<td>0.319</td>
<td>0.423</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LO</td>
<td>0.38</td>
<td>0.383</td>
<td>0.386</td>
<td>0.4</td>
<td>0.521</td>
<td>0.468</td>
<td>0.335</td>
<td>0.342</td>
<td>0.332</td>
<td>0.357</td>
<td>0.326</td>
<td>0.412</td>
<td>0.423</td>
<td></td>
</tr>
</tbody>
</table>

The medianoid $(X')$ is defined as:

$$medianoid(X') = \begin{cases} x \in X & \text{if } |X'| = 1 \\ \arg\min_{x \in X} (d(k_1, x) + d(k_2, x)) & \text{if } |X'| = 2 \\ medianoid(X - \{x_1, x_2\}) & \text{if } |X'| > 2 \end{cases}$$

where $x_1 = \arg\min_{x \in X} d(k_1, x)$ and $x_2 = \arg\min_{x \in X} d(k_2, x)$.

The medianoid in odd and even number samples are depicted in Figure 1 (a) and (b) respectively.

Two kings pick the closest element one by one, recursively. When only one left, it is the medianoid. When only two remain, pick one whose sum of distances to kings is smaller is the medianoid.

### Experiments on Microsporidia SSU rDNA

While $k$-means algorithm is guaranteed to converge in Euclidean space, $k$-medianoids clustering algorithm may not converge. To disprove the conjecture of the $k$-medianoids clustering algorithm, SSU rDNA sequences of fourteen species of microsporidia from crustaceans and fish, retrieved from (Sokolova and Hawke 2016), are considered.

Table 1 shows the pairwise distance matrix among 14 species where Kimura-2 distance (Kimura 1980) is used. Kimura-2-parameter (K2P) is a model for comparing the evolutionary distances between sequences.

The medoid of the fourteen microsporidia species is PN since the sum of distances to the rest of species is minimum. To compute the medianoid, two extreme points need to be identified first. They are AM and AP since the distance between them is the maximum by eqn (1). By eliminating the closest one recursively, two species remain and they are PM and PP. The medianoid is PM by eqn (2):

$$d(\text{PM}, \text{AM}) + d(\text{PM}, \text{AP}) < d(\text{PP}, \text{AM}) + d(\text{PP}, \text{AP}),$$

Suppose a user wishes to find two clusters, i.e., $k = 2$. Figure 2 (a) shows the steps of the $k$-medoids clustering algorithm where initial cluster medoids are $M = \{\text{P6}, \text{PP}\}$. The algorithm terminates after two steps and finds two clusters with their respective medoids: $M = \{\text{PN}, \text{HA}\}$.

Figure 2 (b) shows the steps to find two clusters by the $k$-medianoids clustering algorithm. Suppose that initial cluster medoids are $M = \{\text{P6}, \text{PP}\}$. Then every odd number step will have the same clusters with identical medians, $M = \{\text{MM}, \text{PP}\}$. Every even number step will have the same clusters with identical medians, $M = \{\text{P6}, \text{GA}\}$. It will not terminate and fall into an infinite loop.

### Conclusion

The $k$-medianoids clustering algorithm was proposed and tested on the DNA gene sequence clustering. The major contribution is that the concept of the medianoid was defined recursively. Further theoretical analysis remains to be future work.
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