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Abstract

Over the years, honeypots emerged as an important security tool to understand attacker intent and deceive attackers to spend time and resources. Recently, honeypots are being deployed for Internet of things (IoT) devices to lure attackers, and learn their behavior. However, most of the existing IoT honeypots, even the high interaction ones, are easily detected by an attacker who can observe honeypot traffic due to lack of real network traffic originating from the honeypot. This implies that, to build better honeypots and enhance cyber deception capabilities, IoT honeypots need to generate realistic network traffic flows.

To achieve this goal, we propose a novel deep learning based approach for generating traffic flows that mimic real network traffic due to user and IoT device interactions. A key technical challenge that our approach overcomes is scarcity of device-specific IoT traffic data to effectively train a generator. We address this challenge by leveraging a core generative adversarial learning algorithm for sequences along with domain specific knowledge common to IoT devices. Through an extensive experimental evaluation with 18 IoT devices, we demonstrate that the proposed synthetic IoT traffic generation tool significantly outperforms state of the art generator can deceive the attacker into accepting honeydata with much higher probability compared to the state of art generator. In addition, the developed network traffic flow data algorithm that can generate network traffic using a small amount of real IoT data. In the experimental results section, we show evaluation results using different IoT devices, we show that our algorithm performs much better in an adversarial setting.

Introduction

Deception has been prevalent throughout history, especially in warfare. In the context of cybersecurity, various cyber deception techniques have been applied to move the attackers away from the real resources and learn their intent. An important cyber deception technique that has been heavily used is honeypots. Honeypots have been deployed to deceive attackers into spending time and resources away from real targets and disclose their tools and capabilities. After many attacks against IoT devices, honeypot based solutions have been applied in the context of Internet of Things (IoT) devices as well.

Although existing IoT honeypots have significant capabilities, what remains a major weakness is their inability to generate network traffic that appears sufficiently realistic in such a way that it cannot be easily attributed to a honeypot by attackers. This is especially important for IoT deployment settings where an attacker can observe some of the network traffic. For example, in a commercial IoT or Industrial Internet of Things (IIoT) deployment setting, once an attacker hacks into a local network and starts observing the network, it can easily detect IoT/IIoT honeypots since they will not have a traffic flow originating from them. Therefore, to create IoT honeypots that are difficult to detect, there is a need to generate realistic network traffic flows associated with those honeypots.

A simple idea for generating such synthetic traffic flows could be to replay captured existing IoT device traffic. However, replay is easy to detect as long as the adversary is observing traffic for a sufficiently long period of time. Another option could be to use state of art network traffic generators that leverage generative adversarial network (GAN) frameworks. However, direct application of these techniques in our setting does not result in effective generators.

In this work, we propose a generative IoT network traffic flow data algorithm that can generate network traffic using a small amount of real IoT data. In addition, the developed network generator can deceive the attacker into accepting honeydata with much higher probability compared to the state of art network generator approach. Our contributions in this work can be summarized as follows:

- We develop a novel IoT traffic flow generation algorithm that can generate realistic synthetic traffic flow \(^1\) for cyber deception.
- Using signature extraction, our algorithm can easily learn how to generate realistic network traffic with access to little real IoT data.
- By comparing our algorithm with a state of art network traffic generator using 18 different IoT devices, we show that our algorithm performs much better in an adversarial setting.

In the remainder of this paper, we provide the necessary background related to our algorithm in the background section. In the threat model section, we discuss our threat model assumptions. In the IoTFlowGenerator section, we present the implementation of our synthetic IoT traffic generation algorithm. In the experimental results section, we show evaluation results using different IoT devices. Finally, we end the

\(^1\) We also use the term honeydata for such synthetic IoT traffic flows.
Background

In this section, we introduce two state of art Generative Adversarial Networks: SeqGAN, which utilizes reinforcement learning concepts to generate sequences in a discrete space, and DoppelGANger, a state of the art framework for generating time series datasets with metadata - including network traffic. We use SeqGAN as part of our IoT network traffic flow generation algorithm, and use DoppelGANger as a comparison model to evaluate the relative fidelity of our generated traffic flows.

Generative Adversarial Networks

Generative Adversarial Networks that use discriminative models to guide the training of the generative model have enjoyed considerable success in generating real-valued data. GANs have many applications such as face synthesis (Mokhayeri, Kamali, and Granger 2019), face aging (Antipov, Baccouche, and Dugelay 2017; Zhang, Song, and Qi 2017; Tang et al. 2018), image blending (Wu et al. 2019; Chen and Kae 2019), text synthesis (Xu et al. 2017; Zhang et al. 2017), object detection (Ehsani, Mottaghi, and Farhadi 2018; Li et al. 2017; Bai et al. 2018), language and speech synthesis (Lin et al. 2018; Hsu et al. 2017), music generation (Mogren 2016; Guimaraes et al. 2018), etc. Even though GANs have achieved some great results by producing highly realistic samples, it is still difficult to train GANs with good stability. Other important shortcomings include mode collapse (Goodfellow 2017; Arora et al. 2017), vanishing gradient (Goodfellow 2017), and the lack of proper evaluation metrics (Borji 2018). For IoT traffic, or sequential data, GAN’s have limitations when the goal is to generate sequences of discrete valued data. SeqGAN is a GAN based sequence generation framework that addresses this problem (Yu et al. 2016). Modeling the data generator as a stochastic policy in reinforcement learning (RL), SeqGAN bypasses the generator differentiation problem by directly performing gradient policy update. The reinforcement learning reward signal comes from the GAN discriminator judged on a complete sequence, and is passed back to the intermediate state-action steps using Monte Carlo search. Extensive experiments on synthetic data and real-world tasks demonstrate significant improvements over strong baselines. SeqGAN alone is insufficient for generating synthetic network traffic and is limited to generating only uni-variate integer sequences. Our work extends the work of SeqGAN by generating multi-variate sequences composed of discrete and continuous values. DoppelGANger is a synthetic generation framework for time series datasets including network traffic (Lin et al. 2019). To model correlations between measurements and their metadata, DoppelGANger decouples the generation of metadata from time series and feeds metadata to the time series generator at each time step. The DoppelGANger framework allows generation of multi-variate time series datasets with minimal expert knowledge. We use DoppelGANger to generate synthetic IoT network traffic to serve as a baseline predictive model to draw comparisons from.

VQ-VAE

Variational AutoEncoders (VAEs) are well-studied generative models. VAEs have been applied to various generation tasks. It is generally easier to train VAEs than GANs. However, GAN-based methods have been able to generate high-fidelity synthetic images, whereas, until recently, VAE-based methods seemed to generate blurred images. In order to address this issue of low-quality generation, Van Den Oord et al. (van den Oord, Vinyals, and Kavukcuoglu 2017) recently proposed the Vector Quantized-Variational AutoEncoder (VQ-VAE) framework. Unlike a regular VAE which encodes the input in a continuous latent space, VQ-VAE finds compressed representations of images by projecting the output of the encoder onto a discrete latent space. The output of the encoder is quantized to a set of vectors, called the codebook which is a priori fixed and is much smaller than the dimension of the input data. The vectors (codes) in the codebook are updated throughout the training process and VQ-VAE uses this codebook to obtain a discrete, or “vectorized”, latent representation of the output of the encoder by searching the nearest element in the codebook. Although VQ-VAE was originally designed to handle both image and audio data, it was recently extended to other natural language processing tasks. VQ-VAE is utilized in our work to extend SeqGAN to generate multi-variate sequences composed of discrete and continuous values.

Threat Model

The goal of our adversary is to identify active IoT device types from captured traffic in a target smart environment when the IoT device traffic is encrypted. We assume in our threat model, the attacker passively sniffs traffic between the Internet Gateway and IoT devices, and uses analysis techniques trained with previously obtained datasets to determine device types that exist. The term device type in this work is defined to represent the combination of make, model and software version of a particular device. Our goal of generating synthetic traffic is to trick our adversary into believing the fake traffic flow data is real and belongs to a particular device type.

Adversary Assumptions

We make the following assumptions about the adversary for our evaluation task.

• The adversary passively sniffs the network traffic and does not interact with any devices.
• The adversary is assumed to only have access to encrypted traffic flows corresponding to individual device types. In other words, the content of the network packets are protected by the secure encryption.
• The adversary has access to protocol headers data on all layers that are not protected by the encryption scheme.
• The adversary makes a classification decision after witnessing L packets of any given flow f where L can be adapted based on the attack setting.
Adversarial ML Model
We create an adversarial attack model using packet metadata inference, which is an adversarial ML model that classifies device traffic using raw packet metadata. We utilize packet metadata inference to evaluate the quality of generated synthetic data.

Packet Metadata Inference  The packet metadata adversary uses packet frame lengths, packet timing, packet direction, protocol configuration, source and destination port of each packet in the traffic window for inference. Each unique packet frame length, port number, direction and protocol configuration are categorically encoded, while timings are continuously encoded. These features are used as input to an adversarial classification model. This adversarial model is a deep learning model that uses an LSTM hidden layer, which is well suited to handle sequential data. The LSTM architecture has an internal mechanism called gates that can regulate the flow of information, and can learn which data in a sequence is important to keep or throw away. By doing that, it can pass relevant information down the chain of sequences to make predictions. The model also uses a cross entropy loss function. Our results show that this adversarial ML model is also effective for identify device types from captured encrypted traffic.

IoTFlowGenerator
Overview
IoTFlowGenerator, as shown in Figure 1 reduces the dimensionality of traffic flows by finding discrete token representations for each packet feature vector and learning a reconstruction process to create a two way mapping between the feature space and the discrete space. The discrete packet representations enable the adversarial network to learn the temporal features of the sequential data in a lower dimensional space. At the core of IoTFlowGenerator, is SeqGAN, the process responsible for generating sequences of discrete tokens at this lower dimensional space. IoTFlowGenerator finishes by reconstructing the synthetic token sequences back into the multivariate sequential input. Below we discuss the different components of IoTFlowGenerator.

Data Pre-processing
As the traffic flows are initially in the form of PCAP files from our datasets, we must transform them into something that can be more easily analyzed using statistical methods.

Packet Analysis via Wireshark  We use Wireshark to analyze and extract relevant information from our datasets of PCAP files. Wireshark is a popular network protocol analyzer, and has tools for capturing, inspecting, and analyzing data packets. We deployed a script that uses Wireshark’s command line utility (tshark) to parse packet capture files from our datasets and extract useful features.

Data Extraction  For each packet, we use wireshark to extract the packet source and destination, the timestamp, packet length, source and destination port number, and protocol configuration (i.e., the information available to adversaries even if the payload is encrypted). We then convert the timestamps into a duration value measuring time in seconds until the next packet in the same capture, after all packets in the capture are sorted by earliest timestamp. We assign a direction to each packet based on an inferred target device IP and discard the IP addresses.

Protocol Configurations  We use a binary sequence to represent the presence of protocols in packet headers. We select some protocol types Wireshark can detect, namely, ARP, LLC, IP, ICMP, ICMPv6, EAPOL, TCP, UDP, HTTP, HTTPS, DHCP, BOOTP, SSDSP, DNS, MDNS, and NTP.

Assigning Packet Direction  Most IoT devices send packets to a service provider (e.g., for using a voice-command detection module running the cloud) and receives responses from the cloud. Hence, separating packets going in different directions can be useful (e.g., to the service provider vs. from the service provider). In order to assign a direction to a packet, an IP address of the target device is needed. For our purposes, we used the most common IP address as the IP of the target device. Each packet is given a direction, outgoing if the source IP of the packet and the IP of the target device are equal, incoming if otherwise. This method works even if there is no available data on the target device’s IP address. For the purposes of this paper, the direction derived from this method was useful for our downstream prediction tasks. The IP addresses are discarded after the packet directions are obtained.

Traffic Windows  Our datasets contained packet metadata sequences of variable length, but our sequential generation algorithms is currently limited to generating fixed length sequences. Thus, we group $L$ consecutive packets to form a traffic window as shown in figure 2. These traffic windows, simply fixed length device traffic flows, are useful in downstream inference tasks. For each device, we randomly select $n$ traffic windows from the device traffic flows which are used for all downstream tasks, including generation and evaluation tasks; these tasks expect fixed length input.

Packet-Level Signature Extraction  One insight discovered for IoT devices, is that clearly visible changes in traffic rates directly correspond with user activities (Apthorpe et al., 2018), and that traffic flows that occur immediately after certain user activities were typically comprised of packets going in opposite directions (Trimananda et al. 2019). These traffic flows for specific user activities are called packet-level signatures that consist only of the lengths and directions of a few packets in the captured traffic and can be used to infer the device type and the specific type of activity that occurred. Packet level signatures are extracted using unsupervised learning methods shown in the appendix section of our extended paper (Bao et al. 2023). The Density-Based (DBScan) clustering algorithm is used with an Euclidean pairwise distance metric to find signatures of arbitrary size. For each possible signature size $i$, all subarrays of length $i$ in the device type’s traffic flows are used as input to the DBScan clustering algorithm. The subarrays contain only the packet length and direction, and not the duration or timing information. For clustering, we configure the maximum distance $d$ between two samples for one to be considered in the
Figure 1: The Illustration of IoTFlowGenerator: Metadata is extracted from packet capture files and preprocessed into feature vectors. IoTFlowGenerator then finds discrete packet representations (FDPR) for each packet. SeqGAN is utilized to adversarially train on the real tokens and synthesize fake tokens. Finally, IoTFlowGenerator reconstructs packet feature vectors for the fake tokens, producing our desired synthetic feature vectors.

Figure 2: A traffic window with size $n$

Packet Frame Lengths and Direction If each packet frame length and direction was directly encoded, we encounter the curse of dimensionality when doing further analysis. To avoid this, extracted packet-level signatures are utilized to reduce the dimensionality of packet frame length and direction features. Our proposed model, IoTFlowGenerator uses extracted packet-level signatures to convert a traffic window into a sequence of non-overlapping activities (from extracted signatures) and orphans, namely packets that do not belong to an extracted signature. Since multiple signatures may overlap, we sort packet-level signatures by total number detected over the entire set of traffic windows for the specified device type multiplied by the length of the packet-level signature. This is because packet-level signatures that appear more frequently, are more important to consider. Each traffic window is then fully traversed using a recursive algorithm range matching the signatures in sorted order. Each sequence element can be assigned a single signature, and some elements may not be assigned a signature at all - orphan packets. Each signature is split into individual packet length ranges, one for each index position, and each unique packet in the traffic window is assigned an unique integer encoding we call packet frame tokens based on the signature and index it belongs to or the packet frame length if it does not have a signature. This packet frame token is used instead of the packet frame length in downstream tasks until the last reconstruction step when the packet frame length is predicted, so generated traffic mimics network traffic from user activities occurring on IoT devices. Since packet-level signatures are specific to IoT devices, this specializes IoTFlowGenerator to synthesize IoT specific traffic and differentiates IoTFlowGenerator from generic network packet generators.

Packet Timings across Multiple Magnitudes In our dataset, the duration between any two consecutive packets in a flow may vary wildly for any given device type. For some instances, the time between two consecutive packets may be less than a thousandth of a second, while a period of inactivity may see the time between packets of minutes or more. Intuitively, if we built a model to predict packet durations directly, our auto encoder loss function will completely ignore accurately predicting smaller values, while a log transformed input will skew predicting the larger values. We bin packet durations into partitions using clustering, so varying magnitudes are preserved. Our downstream tasks predict a duration partition instead of directly predicting the
duration as a continuous value.

Finding Discrete Packet Representations

The motivation behind finding discrete packet header representations is to reduce the dimensionality of the feature space so that the core sequence generation algorithm can learn and produce sequences at higher level. We first compute a feature vector for each packet in a traffic flow numerically encoding each of the packet’s features. We train a vector quantized sequence transformer auto encoder or VQ-STAE to perform both sequence discretization and reconstruction for traffic windows per device. We then use the encoder from the trained VQ-STAE to transform packet feature vectors into discrete representations per packet - the resulting discrete sequences are learned via SeqGAN.

Generation

In IoTFlowGenerator, SeqGAN is responsible for generating traffic windows in the discrete space. SeqGAN is able to generate discrete sequences out of the box. Sometimes, the generator encounters mode collapse, a failure case for GANs where the generator learns to produce samples with extremely low variety. We counteract this issue by checking the generated samples for low variety before using them in downstream tasks.

Reconstruction

IoTFlowGenerator uses the decoder in the previously trained VQ-STAE to map synthetic discrete sequences generated from SeqGAN back to the feature space for each device (See Figure 3).

After we generate duration tokens in the feature space, our method for mapping duration tokens to actual duration values is simple. Each token represents a cluster of duration values partitioned from the training data. When we need to map a token to a real duration value, we randomly select a duration value from the cluster corresponding to the token, and introduce a small amount of random noise so we don’t have exactly matching duration values which is extremely rare in the real world. Consider a noise element - a positive real number \(e\), and original duration \(q\), the final duration \(q'\) will be a random number between \(q - e\) and \(q + e\). \(e\) is calculated as a fixed fraction of \(q\), and we use \(e = q/10\). The target element in the traffic window is then augmented with the duration value.

The feature space does not contain explicit packet frame lengths and instead contains a unique integer encoding we call a packet frame token representing a position in a signature. We map this integer encoding back into a packet frame length for each packet using a multi-layer perception deep learning model with a sliding window on the sequence, and a look behind on previous predictions as well. The inputs for the model are the packet frame token sequence as well as the discrete packet representation. An input for random noise is also integrated for each model to produce a variety of outputs even when the inputs to the model are identical. The deep learning model trains on the real packet frame lengths, the corresponding packet frame tokens and the discrete sequence generated by the encoder in the VQ-STAE. During reconstruction, the deep learning model predicts the synthetic packet frame length using the packet frame token generated by the decoder of the VQ-STAE and the synthetic discrete sequences generated from SeqGAN. The model has hyperparameters that define the size of the sliding window and the look behind window. IoTFlowGenerator trains the models using categorical cross entropy loss function and the ADAM optimizer.

Packet Fuzzing

Once the packet metadata flows are reconstructed, we need to synthesize network packets with encrypted payloads where we utilize Scapy. IoTFlowGenerator relies on the scapy’s fuzz function, which is able to change any default value that is not to be calculated (like check-
Experimental Results

IoT Dataset  This dataset (Miettinen et al. 2017) which was published by Aalto University represents the traffic emitted during the setup of 31 smart home IoT devices of 27 different types (4 types are represented by 2 devices each). For each tested device, the typical device setup process was repeated n = 20 times, and after each testing round, a hard reset to default factory settings of the tested device was performed. The data is in the form of PCAP files; one PCAP file exists for each setup process and captured traffic flow. We select 18 of these devices which have at least 20 TCP payload containing packets per packet capture for displaying results in this paper. The other device types did not contain enough data for interesting analysis. We analyze the list of IoT devices used and their supporting connectivity technologies in the appendix section of our extended paper (Bao et al. 2023)

Evaluating Generator Performance

In this section, we present methods to evaluate the fidelity of our synthetically generated traffic by testing how well our generated data can fool the adversary AI models. Previously, authors have defined tasks to evaluate synthetically generated data against adversary models (Abay et al. 2019). We use one of these tasks with our defined adversary type for synthetic traffic evaluation.

Baseline Comparison  We evaluate the synthetic traffic flows generated by DoppelGANger as a baseline algorithm for IoTFlowGenerator baselining. Our generation process for DoppelGANger is as follows. We utilize Wireshark to extract packet features and assign a direction for each packet - using some of the same data pre-processing steps we use for IoTFlowGenerator. We extract features to input into DoppelGANger. The first feature is the packet length, which is a categorical variable - a separate category is used for each unique packet length. The second feature is the direction, which is a categorical variable with two categories, incoming or outgoing. We also include as features the one-hot encoded protocol configuration and source and destination port. The final feature is the rescaled (min max normalized) duration, or the time interval until the next packet arrives. We run the generation process once per device type and evaluate the traffic as a baseline for our own generation process IoTFlowGenerator.

Cyber Deception for a Synthetic Data-Aware Adversary

In this scenario, the adversary has access to both labeled synthetic data and real traffic flows during training, which may help the adversary in distinguishing synthetic data/flows. The knowledge of synthetic samples may occur in scenarios where the adversary was fooled into accepting some synthetic data previously, determined the data was synthetic and he/she may start analyzing other stored data files to authenticate them. The attacker employs classification models to predict whether the traffic flow is real or fake. The classifiers are trained to learn 2 labels, one class for a real classification, and one class for synthetic classification on a training set. The adversarial ML models are trained to discriminate between real/fake traffic of a target device. We computed the cross validation accuracy score for each device type against each adversarial ML model trained and validated on an equal amount of real and synthetic traffic. We did this for each device type. We randomly elected an equal number of fixed length traffic windows per device type for evaluation from the real data set. For the absolute best performance in synthetic data generation, the adversary at most correctly classifies 50 percent of the data points (i.e., random guess). If the accuracy is close 50%, it suggests that the synthetic data is indistinguishable from the real data. Table 1 shows cross validation accuracy results for select devices in the Aalto dataset (IoT setup traffic). These results indicate that IoTFlowGenerator performs significantly better than DoppelGANger across both evaluation tasks.

Table 1: Synthetic Data-Aware Adversary Classification Accuracy

<table>
<thead>
<tr>
<th>Device</th>
<th>IoTG</th>
<th>DG</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-LinkCam</td>
<td>72.4%</td>
<td>100.0%</td>
</tr>
<tr>
<td>D-LinkDoorSensor</td>
<td>59.9%</td>
<td>99.3%</td>
</tr>
<tr>
<td>D-LinkHomeHub</td>
<td>64.8%</td>
<td>95.2%</td>
</tr>
<tr>
<td>D-LinkSensor</td>
<td>64.6%</td>
<td>97.2%</td>
</tr>
<tr>
<td>D-LinkSiren</td>
<td>71.2%</td>
<td>100.0%</td>
</tr>
<tr>
<td>D-LinkSwitch</td>
<td>63.2%</td>
<td>95.4%</td>
</tr>
<tr>
<td>D-LinkWaterSensor</td>
<td>62.4%</td>
<td>93.1%</td>
</tr>
<tr>
<td>EdimaxPlug1101W</td>
<td>59.8%</td>
<td>91.1%</td>
</tr>
<tr>
<td>EdnetGateway</td>
<td>61.3%</td>
<td>90.5%</td>
</tr>
<tr>
<td>HomeMaticPlug</td>
<td>61.5%</td>
<td>85.3%</td>
</tr>
<tr>
<td>HueBridge</td>
<td>61.4%</td>
<td>96.4%</td>
</tr>
<tr>
<td>HueSwitch</td>
<td>72.6%</td>
<td>94.1%</td>
</tr>
<tr>
<td>MAXGateway</td>
<td>62.6%</td>
<td>91.0%</td>
</tr>
<tr>
<td>WeMoInsightSwitch1</td>
<td>76.8%</td>
<td>92.9%</td>
</tr>
<tr>
<td>WeMoInsightSwitch2</td>
<td>57.5%</td>
<td>93.9%</td>
</tr>
<tr>
<td>WeMoLink</td>
<td>59.3%</td>
<td>99.3%</td>
</tr>
<tr>
<td>WeMoSwitch</td>
<td>58.9%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Withings</td>
<td>60.1%</td>
<td>82.0%</td>
</tr>
</tbody>
</table>

Conclusion

We presented a generation technique which can generate synthetic IoT traffic flows, such that strong adversary evaluation models will mistakenly identify them as real network traffic flows for the intended IoT device. We find that, in terms of the adversary model we used, the real and synthetic traffic flows from IoTFlowGenerator are relatively indistinguishable and our IoTFlowGenerator generation technique beats an existing state of art GAN-based network data generation technique in our adversary model evaluation task for all devices across the dataset we use.
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