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Abstract

Similarity-based retrieval of semantic graphs is a crucial task of Process-Oriented Case-Based Reasoning (POCBR) that is usually complex and time-consuming, as it requires some kind of inexact graph matching. Previous work tackles this problem by using Graph Neural Networks (GNNs) to learn pairwise graph similarities. In this paper, we present a novel approach that improves on the GNN-based case retrieval with a Transfer Learning (TL) setup, composed of two phases: First, the pretraining phase trains a model for assessing the similarities between graph nodes and edges and their semantic annotations. Second, the pretrained model is then integrated into the GNN model by either using fine-tuning, i.e., the parameters of the pretrained model are further trained, or feature extraction, i.e., the parameters of the pretrained model are converted to constants. The experimental evaluation examines the quality and performance of the models based on TL compared to the GNN models from previous work for three semantic graph domains with various properties. The results show the great potential of the proposed approach for reducing the similarity prediction error and the training time.

1 Introduction

Case-based reasoning (CBR) (Aamodt and Plaza 1994) is a problem-solving paradigm that solves a new problem (query) by using specific knowledge from previously experienced, concrete problem situations (bundled as cases in a case base). This procedure relies heavily on similarity computations between the query and each case of the case base to find best-matching cases for the current problem situation (so-called case retrieval), based on the assumption that similar problems have similar solutions. This paper focuses on the subdomain of Process-Oriented CBR (POCBR) (Minor, Montani, and Recio-García 2014; Bergmann and Gil 2014) where the CBR methodology is applied to procedural knowledge in the form of workflows and process descriptions. The cases in POCBR are commonly represented as semantic graphs (Bergmann and Gil 2014) with a relational structure of nodes and edges of different types and with individual semantic annotations. When computing pairwise similarities between semantic graphs, a single global similarity is computed from individual local similarities between nodes and edges of the graph and their types and semantic annotations. The similarity measures to compute local similarities usually involve manually-modeled similarity knowledge such as data types, value ranges, and ontologies, and use functions such as weighted sums or set overlaps. The global similarity measures, on the other hand, usually involve some kind of inexact graph matching to determine how well the nodes and edges of the query graph fit the nodes and edges of the case graph. However, finding an optimal mapping is an NP-complete problem (Zeng et al. 2009; Bunke and Shearer 1998; Hoffmann et al. 2022; Zeyen and Bergmann 2020), which can result in long retrieval times and have negative effects on the overall system performance and, ultimately, on the user experience.

To mitigate these issues, several approaches have been proposed (Bergmann and Stromer 2013; Klein, Malburg, and Bergmann 2019; Müller and Bergmann 2014), with the most recent one by Hoffmann and Bergmann (2022) using embedding methods based on Graph Neural Networks (GNNs). GNNs transform semantic graphs to low-dimensional vector representations (so-called embeddings) that can be transformed to graph similarities with vector similarity measures or Multi-Layer Perceptrons (MLPs). The models are trained on the prediction error between the predicted graph similarities and the labeled ground-truth similarities, aiming to approximate the manually-modeled ground-truth graph similarity measure based on graph matching. However, the used GNNs are only trained to predict the labeled global graph similarity without any explicit consideration of local similarities, despite this information being available as a result of the labeling process anyway. This can be problematic, as current work is not capable of training or applying local models separate from the global model. Enabling this might increase flexibility, as local models and global models can be used in different application scenarios or a single local model can be used in multiple global models. It might also improve performance, because the local similarity labels can be used to reduce the prediction error and the training time.

This paper aims to address these issues by using Transfer Learning (TL) (Kudenko 2014; Tan et al. 2018) in a
two-phased approach: In the pretraining phase, a model is trained to predict the local similarities between nodes and edges, and in the adaptation phase\(^1\), the pretrained model is integrated into the training process of the graph embedding model to predict global pairwise graph similarities. Therefore, the currently used graph embedding models (Hoffmann and Bergmann 2022) are broken up into two models, one for embedding nodes and edges and for computing local similarities, and another one for embedding graphs and for computing graph similarities. The goal is to improve the currently used GNNs (Hoffmann and Bergmann 2022) and ultimately increase the similarity prediction quality, reduce the overall training time, and improve the flexibility of the training process. The paper is organized as follows: Section 2 describes foundations on the used semantic graph representation, the graph similarity computation as well as current graph embedding models and related work. Furthermore, our approach to use TL for improving semantic graph embedding and similarity prediction is presented in Sect. 3. Section 4 evaluates the approach and compares it against existing models. Finally, Section 5 summarizes the work and identifies areas for future work.

2 Foundations and Related Work
The foundations include the semantic workflow representation that is used in the concept and the experiments, as well as the similarity assessment between pairs of these workflows. Further, work on approximating pairwise graph similarities with GNNs and related work is presented.

Semantic Workflow Representation
We represent all workflows as semantically annotated directed graphs referred to as NEST graphs, introduced by Bergmann and Gil [2014]. More specifically, a NEST graph is a quadruple \( W = (N, E, S, T) \) that is composed of a set of nodes \( N \) and a set of edges \( E \subseteq N \times N \). Each node and each edge has a specific type from \( \Omega \) that is indicated by the function \( T : N \cup E \rightarrow \Omega \). Additionally, the function \( S : N \cup E \rightarrow \Sigma \) assigns a semantic description from \( \Sigma \) (semantic metadata language, e.g., an ontology) to nodes and edges. Whereas nodes and edges are used to build the structure of each workflow, types and semantic descriptions are additionally used to model semantic information. Figure 1 shows an exemplary NEST graph that represents a sandwich recipe. The mayo-gouda sandwich is prepared by executing the cooking steps coat and layer (task nodes) with the ingredients mayo, baguette, sandwich dish, and gouda (data nodes). All components are linked by edges that indicate relations, e.g., mayo is consumed by coat. Semantic descriptions of task nodes and data nodes are used to further specify semantic information belonging to the workflow components, e.g., the semantic description of the task node coat states that a spoon and a baguette knife are needed to execute the task (Auxiliaries) and the estimated time that the task takes is two minutes (Duration).

\(^1\)Please note that the term “adaptation” refers to its meaning in the context of TL in the remainder of the paper and is not referring to the reuse phase in CBR.
models learn to predict pairwise graph similarities by embedding the graph structure and the semantic annotations and types to a whole-graph vector representation, before aggregating two of these vectors to compute a single similarity value. Thereby, both models share the same general model architecture that consists of four parts: The embedder maps the node and edge features to the initial node and edge vectors in the vector space. The propagation layer then accumulates information for each node in its local neighborhood via message passing. More specifically, the vector representation of a single node is updated by merging the vector representation of this node with the vector representations of the neighboring nodes, connected by an incoming edge. After multiple propagation iterations, the aggregator converts the set of node representations into a whole-graph representation. The graph similarity of two graphs can finally be computed based on their representations in the vector space, e.g., with the help of a vector similarity measure such as cosine similarity. Both models differ in the concrete realization of the propagation layer and the graph similarity. These variations induce a trade-off between expressiveness and performance, with the GMN being more expressive than the GEM but also computationally more expensive (see Hoffmann and Bergmann [2022] for more details). A general shortcoming of both models, however, is the missing explicit integration of local similarity knowledge, motivating this work for using GEM and GMN in a TL setup to improve similarity predictions.

Related Work

We consider approaches as related that deal with TL in the environment of CBR and specifically POCBR, or apply Deep Learning (DL) methods in the research field of CBR. Approaches using TL in CBR are of limited number. The work of Klenk, Aha, and Molineaux [2011] discusses the perspective that solution reuse as part of the CBR cycle can be considered as TL, since it involves the transfer of knowledge from previous cases to new problems. In this context, other methods for case reuse, e.g., (Müller 2018), can be seen as contributing to TL in this respect. Herold and Minor [2018] investigate the feasibility of using ontologies for TL in POCBR. They try to find an automated ontology-based learning approach for knowledge transfer between two domains, while earlier work (Minor et al. 2016) is based on the manual creation of ontologies. There are also approaches, e.g., (Aha, Molineaux, and Sukthankar 2009), where CBR methods are used to support or improve TL methods, which we want to mention for the sake of completeness.

A greater research interest can be observed for the use of DL methods in CBR (Leake and Crandall 2020). Mathisen, Bach, and Aamodt [2021] and Amin et al. [2020] utilize Siamese neural networks in CBR retrieval to learn similarity measures used in aquaculture and natural language processing tasks, respectively. Leake, Ye, and Crandall [2021], Liao, Liu, and Chao [2018], and Ye, Leake, and Crandall [2022] discuss the application of DL methods in the reuse phase of CBR. Leake, Wilkerson, and Crandall [2022] use neural networks to learn features in CBR tasks. In a more narrow sense, regarding the integration of DL methods in the retrieval of POCBR, the work of Klein, Malburg, and Bergmann [2019] and the work of Hoffmann and Bergmann [2022], on which the present work builds, are related. They have in common that they learn vector representations of semantic graphs and evaluate the learned similarity function in a retrieval scenario. The approach of Klein, Malburg, and Bergmann [2019] only learns on structural properties of semantic graphs, while Hoffmann and Bergmann [2022] additionally consider the semantic information and types of nodes and edges. The proposed approach differs from the aforementioned works in the sense that it is the first work to combine the above topics. In particular, TL is used to improve the generalization capability of the DL models developed by Hoffmann and Bergmann [2022] to improve on the task of similarity-based retrieval.

3 Transfer Learning for Improving Semantic Graph Embedding Models

The global similarity between two semantic graphs can be determined from the local similarities, that is, their node and edge similarities. However, the computation of graph similarities using GEM or GMN lacks the opportunity to take this teaching input into account, possibly reducing the prediction quality. The approach proposed in this paper aims at integrating local similarity knowledge into GEM and GMN by utilizing a network-based deep TL strategy (Pan and Yang 2010; Kudenko 2014; Tan et al. 2018). Thereby, a neural network trained on the source task, i.e., to predict local similarities, is transferred and adapted to the target task, i.e., to predict pairwise graph similarities with GEM and GMN, to aim at improving prediction quality of the GNNs. While pairwise graph similarity prediction consists of a single step with only one training procedure, our approach is composed of two separate phases, i.e., pretraining and adaptation, that both perform a training step (see Fig. 3). The knowledge transfer is conducted in the adaptation phase, where the neural network, which is pretrained to predict local similarities, becomes a part of GEM or GMN in the target domain.
(Peters, Ruder, and Smith 2019). In this scenario, we extract the embedder from GEM and GMN and then pretrain it to predict local similarities (see Fig. 2). The embedder is well-suited, as it is the only part of the GNN architecture that processes semantic descriptions and types of nodes and edges, which are used to compute the local similarities (see Sect. 2). As already mentioned in the motivation, training the embedder individually has three key advantages: First, it can be used standalone to predict local similarities in various scenarios, increasing flexibility. For instance, it can be used with other similarity measures such as feature-based approaches (Bergmann and Stromer 2013) or to predict local similarities in a matching algorithm (Bergmann and Gil 2014). Second, the trained embedder can be reused for multiple model instances of GEM or GMN, thus, reducing the training effort for these models. Third, the overall precision of the similarity predictions can be improved, as the embedder is directly trained with labeled local similarities, instead of being indirectly trained as part of the whole GNN via the labeled global similarity.

Pretraining

In the pretraining phase, the embedder is trained to predict local similarities of nodes and edges by, first, embedding their semantic descriptions and types and, second, aggregating the embedding vectors to pairwise similarities. The encoding methods of the semantic descriptions and types can be reused from GEM and GMN (see Hoffmann and Bergmann [2022] for more details). We propose to train two separate embedders, one for nodes and one for edges, since their semantic descriptions may be structured differently.

Analogous to GEM and GMN, the pretrained embedder is trained as a Siamese neural network, which is the de-facto standard in metric learning tasks (see Chicco [2021] for an overview). This means that local similarities are learned by embedding two nodes or edges with identical networks and aggregating the two embedding vectors to a single similarity value. The parameters are shared between the two networks and trained by minimizing a loss function, which measures the difference between the ground-truth local similarity and the predicted similarity in the vector space. The embedding procedure can be performed with any kind of neural network architecture and mainly depends on the domain of the semantic descriptions. In previous work (Hoffmann and Bergmann 2022), embedders for sequence and graph-structured data in the form of Recurrent Neural Networks (RNNs) and GNNs are presented, which are both applicable in this scenario. The final step of computing a local similarity between the embedding vectors is conducted by an MLP, as also used in the GMN, since it is expressive and easy to compute.

The training examples for pretraining are composed of pairs of semantic descriptions as well as types of nodes and edges. Each training pair is thereby labeled with the ground-truth similarity value in the range of \([0,1]\), which is determined using local similarity measures (see Sect. 2). Please note that these local similarities are already available from the process of generating labeled data for GEM and GMN and, thus, result in no additional cost. The training is a regression-like problem, where any standard regression loss function such as the Mean Squared Error (MSE) can be used. To optimize the parameters of the neural network according to the MSE loss value, any optimizer using stochastic gradient descent, e.g., the Adam optimizer (Kingma and Ba 2015), can be used.

Adaptation

In the adaptation phase of the TL approach, the pretrained embedder is integrated into GEM and GMN by replacing the standard, untrained embedder (see Sect. 2). This adaptation to the task of the target domain is mainly implemented in two ways in the literature (Peters, Ruder, and Smith 2019), either by feature extraction or by fine-tuning.

In feature extraction, similar to classical feature-based approaches (Koehn, Och, and Marcu 2003), the trainable parameters of the pretrained embedder are converted to constants (“frozen”), and the model will not be further trained in the training procedure of GEM and GMN. Alternatively in a fine-tuning setup, the parameters of the pretrained embedder are used as non-random initializations (Dai and Le 2015) and are further trained, i.e., fine-tuned, during the training procedure of GEM and GMN. On the one hand, the general advantage of using feature extraction over fine-tuning is the reduced training effort of the graph embedding models, as the “frozen” weights and biases do not have to be trained. On the other hand, there can be further potential for improvement of prediction quality when fine-tuning the pretrained embeddings w. r. t. the source task. Either way, the adaptation is expected to reduce the training time due to a non-random initialization of the neural network parameters. Since there are many factors that affect the choice of the adaption method (see Peters, Ruder, and Smith [2019] for more information), both methods are further examined and evaluated in the remainder of this paper.

4 Experimental Evaluation

To evaluate the impact of integrating local similarities into GEM and GMN, the results of the model training with and without the use of TL are compared. Therefore, we conduct an experiment that consists of two parts: The first part is
concerned with pretraining different embedder variants to find the best-performing one. The best-performing variant is then used in the second phase of the experiment, where it is adapted to GEM and GMN via TL. We examine the quality of the predictions in terms of the MSE between the predicted similarities and the ground-truth similarities. Furthermore, the training time is measured to quantify the impact of TL on the performance of the training procedure, which is important across all DL scenarios. The following hypotheses are investigated:

**H1** The integration of local similarities into GEM and GMN based on TL generally improves the prediction quality of the similarities.

**H2** The integration of local similarities into GEM and GMN based on TL generally reduces the training time.

### Experimental Setup

The experiments are performed with three case bases from different domains, namely workflows of a cooking domain CB-I (Hoffmann et al. 2020), a data mining domain CB-II (Zeyen, Malburg, and Bergmann 2019), and a manufacturing domain CB-III (Malburg, Hoffmann, and Bergmann 2023). CB-I consists of 40 manually modeled cooking recipes that are extended to 800 workflows by generalization and specialization of ingredients and cooking steps (see Müller [2018] for more details), resulting in 660 training cases, 60 validation cases, and 80 test cases. The workflows of the data mining domain (CB-II) are built from sample processes that are delivered with RapidMiner (see Zeyen, Malburg, and Bergmann [2019] for more details), resulting in 509 training cases, 40 validation cases, and 60 test cases. CB-III contains workflows that stem from a smart manufacturing IoT environment and represent sample production processes. The case base consists of 75 training cases, nine validation cases, and nine test cases.

While the GNNs in the adaption phase use pairs of semantic graphs and their respective ground-truth similarity as training input, the embedders are pretrained based on the semantic annotations and the types of the nodes\(^2\) from each graph. The examples of the pretraining phase sum up to 14259 training cases, 1439 test cases, and 1219 validation cases for CB-I, 8539 training cases, 1032 test cases, and 670 validation cases for CB-II, and 2136 training cases, 242 test cases, and 265 validation cases for CB-III. The number of graph pairs and node pairs used as examples for training, testing, and validation is exactly the square of the respective numbers of graphs and nodes given before, as there is a ground-truth similarity value calculated for each possible graph and node pair, respectively.

The training examples are used as training input for the neural networks, while the validation examples are used to monitor the training process. The models using TL use the same hyperparameter settings as the respective base models. The training of all models and for both phases, i.e., pretraining and adaption, runs for 40 epochs, and a snapshot of the model is exported after each epoch. The models with the lowest validation error within these 40 exported models are used as reference. The MSE determines the out-of-sample prediction accuracy of the GNNs by computing the squared difference between the predicted values of the GNNs and the actual similarity values for all pairs of graphs in the test data set. In addition, the training time is determined as the time interval between the start of training and the time when the validation loss permanently falls below a certain threshold \(\epsilon\). Measuring this time indicates how well a model converges, and enables a comparison regarding training effort between different models.

We evaluate three different model architectures for the embedders, mainly based on related work (Hoffmann and Bergmann 2022): (1) A **Recurrent Neural Network (RNN)** processes the encoded node information as sequence data. (2) An **Attention Neural Network (ANN)** (Vaswani et al. 2017) that uses attention mechanisms to give more weight to certain elements of the node information than others (see Bahdanau, Cho, and Bengio [2015] and Vaswani et al. [2017] for more details on attention). (3) A **GNN** that processes the node information in a tree-based structure. All experiments are computed on a single NVIDIA Tesla V100-SXM2 GPU with 32 GB graphics RAM.

### Experimental Results

Table 1 shows the validation loss w. r. t. the MSE of all evaluated, pretrained embedders for all three case bases. The embedders with the lowest MSE values are highlighted in bold font and are used within the adaptation phase for the respective domain. For both CB-I and CB-III, the best MSE can be observed by the RNN while the GNN achieves the lowest MSE value for CB-II. This shows variations between the embedder architectures for the different domains, which is in-line with other experimental results, e. g., (Hoffmann and Bergmann 2022).

<table>
<thead>
<tr>
<th>Case Base</th>
<th>RNN MSE</th>
<th>ANN MSE</th>
<th>GNN MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB-I</td>
<td>0.0004</td>
<td>0.0215</td>
<td>0.0080</td>
</tr>
<tr>
<td>CB-II</td>
<td>0.0197</td>
<td>0.0645</td>
<td>0.0170</td>
</tr>
<tr>
<td>CB-III</td>
<td>0.0045</td>
<td>0.0183</td>
<td>0.0078</td>
</tr>
</tbody>
</table>

Table 2 shows the results of the experiments for the adaption phase. The models using TL are labeled with superscripts indicating the methods used to adapt the pretrained embedder to the downstream task, namely feature extraction \((\text{FE})\) and fine-tuning \((\text{FT})\). The table shows the loss on the test data w. r. t. the MSE and the time span (in seconds) to fall below a certain threshold \(\epsilon\) for all evaluated models and for all three case bases. The value of \(\epsilon\) is set to be the lowest validation loss that is reached by all compared models of the same domain. The models are grouped according to their underlying model architecture. This results in a different threshold for each model architecture and all domains. The lowest MSE and time span values are highlighted in

\(^2\)We do not use the edges for pretraining, since they are not semantically annotated in the evaluated domains. The approach, however, supports doing this.

---

SXM2 GPU with 32 GB graphics RAM.

**Table 1: Evaluation Results of the Pretraining Phase.**

<table>
<thead>
<tr>
<th>Case Base</th>
<th>RNN MSE</th>
<th>ANN MSE</th>
<th>GNN MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB-I</td>
<td>0.0004</td>
<td>0.0215</td>
<td>0.0080</td>
</tr>
<tr>
<td>CB-II</td>
<td>0.0197</td>
<td>0.0645</td>
<td>0.0170</td>
</tr>
<tr>
<td>CB-III</td>
<td>0.0045</td>
<td>0.0183</td>
<td>0.0078</td>
</tr>
</tbody>
</table>
Table 2: Evaluation Results of the Adaptation Phase.

<table>
<thead>
<tr>
<th></th>
<th>GEMFE</th>
<th>GEMFT</th>
<th>GMNFE</th>
<th>GMNFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB-I Training Time (s)</td>
<td>12373</td>
<td>12070</td>
<td>15078</td>
<td>123432</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0767</td>
<td>0.0712</td>
<td>0.0661</td>
<td>0.0028</td>
</tr>
<tr>
<td>CB-II Training Time (s)</td>
<td>8970</td>
<td>6707</td>
<td>8306</td>
<td>81724</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0882</td>
<td>0.0841</td>
<td>0.0709</td>
<td>0.0068</td>
</tr>
<tr>
<td>CB-III Training Time (s)</td>
<td>260</td>
<td>171</td>
<td>47</td>
<td>1452</td>
</tr>
<tr>
<td>MSE</td>
<td>0.2035</td>
<td>0.1867</td>
<td>0.1838</td>
<td>0.0237</td>
</tr>
</tbody>
</table>

The qualities w. r. t. MSE show a significant influence of TL on the base models. Both for GEM and GMN, the models using TL consistently outperform the base models, regardless of the domain. Thereby, the two adaptation methods feature extraction and fine-tuning show different effects for the three case bases. The use of fine-tuning in GEMs leads to an MSE decrease between 10 % and 20 %, while feature extraction decreases the MSE between 5 % and 8 %. The results of the GMN variants are also promising: GMNFE has the best overall MSE values for CB-I and CB-II with an MSE decrease over the base model of about 39 % and 21 %, respectively. GMNFT decreases the MSE by about 14 % for CB-I and 7 % for CB-II. In terms of CB-III, fine-tuning outperforms feature extraction with a 5 % lower MSE.

The training times also show promising results of the TL models. Thereby, feature extraction reduces the training time independent of the model architecture in all domains. GEMFE, for instance, undercuts the threshold \( \epsilon \) between 9 % and 34 % faster than the base models. GMNFE follows this trend and undercuts \( \epsilon \) between 52 % and 71 % faster than the base models. Fine-tuning has a positive effect on training time only in CB-II and CB-III, whereas in CB-I it has a negative effect. GEMFT shows a 7 % and 82 % and GMNFT a 10 % and 49 % decrease in training time compared to the base models for CB-II and CB-III, respectively. Hence, for GMN, feature extraction outperforms fine-tuning in terms of training time, while for GEM this is only true for CB-I and CB-II.

In conclusion, the experiments indicate the potential of the proposed approach for reducing the prediction error and the training time. The improved prediction error is likely caused by the explicit use of additional label local similarities that are not used by the base models. In most cases, fine tuning also outperforms feature extraction which suggests that GEM and GMN can benefit from the additional training of parameters in the adaptation phase. Hypothesis H1 is therefore accepted due to a positive effect of TL across all evaluated domains and base models. The results regarding training time are overall very positive, except for GEMFT and GMNFT of CB-I. It is not clear why these two cases lead to worse results when using TL. As a rule of thumb, feature extraction should be preferred for minimizing training time. Thus, we only partly accept H2 but report a high potential for a reduction of training time.

5 Conclusion and Future Work

This paper explores the potential of using TL to predict GNN-based similarities of semantic graphs. The proposed approach splits two existing GNN architectures, that is the GEM and the GMN, into two parts that are trained individually to predict local and global similarities. The resulting models can be used in a similarity-based retrieval, in the context of POCBR, to predict the similarities of pairs of semantic graphs. The models with and without TL are evaluated, focusing on changes in retrieval quality and training time. The experimental results indicate that the integration of local similarities can improve the similarity evaluation quality of both models and reduce training times.

The evaluated implementation of the proposed approach pretrains separate models for each domain, which can lead to a significant training effort for multi-domain setups or when frequently changing the domain definition. Future work could investigate performing GNN model pretraining in the sense of unsupervised learning on a large collection of unlabeled graph data, deriving generic, transferable, and domain-independent knowledge that encodes intrinsic graph properties. Further, analogous to Lu et al. [2021], one can argue that there is a divergence between the two steps of pre-training and adaptation due to different optimization goals targeting the source domain and the target domain, respectively. The pretraining process might currently ignore the need to quickly adapt to the downstream task with a few fine-tuning updates, which could be further analyzed in future work. Additionally, future approaches could consider both node and edge-level and graph-level tasks for pretraining since solely pretraining on nodes and edges may be suboptimal for graph-level similarity assessment, as performed with GEM and GMN, where capturing structural similarities of local neighborhoods may be more important than capturing pairwise local similarities. In addition, a focus of future work should be to perform a more comprehensive evaluation of the proposed approach, and particularly the different embedder variants, to measure the impact for a higher number of domains and DL setups.
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