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Abstract

Hearing-impaired is the disability of partial or total
hearing loss that causes a significant problem for com-
munication with other people in society. American Sign
Language (ASL) is one of the sign languages that most
commonly used language used by Hearing impaired
communities to communicate with each other. In this
paper, we proposed a simple deep learning model that
aims to classify the American Sign Language letters as
a step in a path for removing communication barriers
that are related to disabilities.

Hearing-impaired is the description of a hearing disor-
der that is considered as any degree of hearing loss (De-
morest and Erdman 1987). Sign language is one of the
most common communication ways that is used among
hearing-impaired people (Pfau, Steinbach, and Woll 2012).
Sign language includes gestures, body movements, and fa-
cial expressions to represent words, tone, and emotions in-
stead of using sounds (Sandler and Lillo-Martin 2006). Ac-
cording to the World Federation of the Deaf (WFD), over
72 million people around the earth are deaf. In addition,
there are more than 300 different sign languages that ex-
ist and are used by different deaf and hard-of-hearing peo-
ple around the world (United Nations 2021). Sign languages
do not maintain the same grammatical properties as spoken
languages. Nevertheless, the sign languages maintain sim-
ilar linguistic properties as the spoken languages (Battison
1974). The Americal Sign Language (ASL) is the most com-
monly used sign language in the United States and several
parts of Canada (Hill, Lillo-Martin, and Wood 2018). The
ASL is considered to be originated in 1817 at the American
School of Deaf (ASD) (Bahan 1996) where the signs have
been adopted from the French sign language (Valli and Lu-
cas 2000). Figure 1 shows the ASL alphabet signs (APSEA
2021). Fingers spelling is a standard system used in dif-
ferent sign languages to spell names, locations, words, and
phrases that do not have a specific sign and also to clar-
ify words when a specific sign was not well provided. In-
terpreting sign language to a speech is essential to remove
communication barriers and provide a higher quality of life
for deaf and hard of hearing people worldwide. The ASL
letters classification is a complex problem due to the large
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Figure 1: The American Sign Language (ASL) alpha-
bet (APSEA 2021).

variety of different representations for the same letter due
to the different physical abilities to move fingers to repre-
sent the letter and the length of the fingers. There were few
attempts to solve that problem, such as (Abdulhussein and
Raheem 2020) that targeted the ASL letters classification
by applying a deep learning model and edge detection for
the hand and fingers. However, this work did not summa-
rize prediction results on a classification problem regarding
each alphabet letter. In addition, the dataset contained only
240 images where ten different samples represented each let-
ter. (Ameen and Vadera 2017) proposed a convolution model
that attempted to classify the ASL letters. This work fo-
cused on using different types of features that were used
in (Rioux-Maldague and Giguere 2014) combined by the
convolution neural network. The model had higher accuracy
than the (Rioux-Maldague and Giguere 2014) approaches.
However, the lack of a dataset and the model implementa-
tion complexity was the major issue of this model.

This paper proposed an ASL classification approach via a
deep convolution neural network. The proposed model can
classify ASL hand postures images to their corresponding
letters. In this paper, we addressed the major issues of the
ALS sign classification problem. The contribution of this
paper is as follows: we employed data augmentation (An-
toniou, Storkey, and Edwards 2017) via multiple augmenta-
tion approaches to solving the data limitations in the ASL
letters classification problem. In addition, we empirically
designed a simple convolution neural network-based model
that achieved a classification accuracy and can be trained



Figure 2: The proposed model for ASL lettes classification architecture.

Table 1: The proposed model for ASL letters classification
summary.

Layer Output Shape # Parameters
Input layer [(None, 50, 50, 3)] 0
Conv2D (None, 48, 48, 32) 896
Batch Normalization (None, 48, 48, 32) 128
Conv2D (None, 46, 46, 64) 18496
Conv2D (None, 44, 44, 128) 73856
MaxPooling2D (None, 22, 22, 128) 0
Dropout (None,22, 22, 128) 0
Batch Normalization (None, 22, 22, 128) 512
Conv2D (None, 20, 20, 256) 295168
MaxPooling2D (None, 10, 10, 256) 0
Flatten (None, 25600) 0
Dense (None, 64) 1638464
Dense (None, 30) 1950

rapidly compared to the other existing models. Moreover,
this model does not require any data preprocessing other
than image size adjustment. Furthermore, the model per-
forms the classification without additional segmentation al-
gorithms or transfer learning techniques. Finally, this model
is employed within a system that interprets the American
Sign Language letters to caption words that help readers un-
derstand the ASL speakers and remove the communication
barriers.

Proposed Model
The proposed model is mainly based on the convolution neu-
ral network architecture (CNN) as a robust algorithm for im-
ages classification task (Lawrence et al. 1997; Howard 2013;
Yadav and Jadhav 2019). The proposed model design has
been selected based on empirical evaluations of different
convolution layers models. The choice has been set to the
lightest model design while maintaining comparable accu-
racy. The proposed model design consists of 13-layered ar-
chitecture is shown in Figure 2. For all the convolution lay-
ers, kernel sizes were set to 3×3. The number of kernels
(filters) in the convolution layers was set to 32, 64, 128, and
256. We used the glorot uniform (Hanin and Rolnick 2018;
Glorot and Bengio 2010) to initialize the kernel weights and
the biases were initialized by zeros. The dropout was set to
20%. We used the Adam optimization function (Kingma and
Ba 2014) with initial learning rate α = 0.01, and β1 = 0.9,
and β2 = 0.999. The maximum pooling pool was set to 2×2,
the padding was set as valid, and the strides were set to 1×1.
The Flatten layer is used to adjust the input data size before
the fully connected dense layer. The dense layer units were

Figure 3: The dataset preparation by applying data augmen-
tation.

set to 64. The weights of the dense layer were initialized
using glorot uniform function, and the ReLU function was
used as the activation function as it has minimal cost com-
pared to the other non-linear activation functions (Teh and
Hinton 2000; Elsayed, Maida, and Bayoumi 2018). Finally,
the softmax layer was used to classify the 26 letters of the
ASL and the three gesture signs: space, delete, and nothing.
The proposed model summary is shown in Table 1.

Data Preparation
Data augmentations are techniques that aim to increase the
existing data by performing some different modifications
on the copies of the original data. Data augmentation has
been used in several data analysis and machine learning
tasks where there was a lack of training data availability
to train the model. In addition, data augmentation acts as a
model regularizer that helps reduce and prevent the overfit-
ting problem during the model training. Our model applied
four types of data augmentation: gaussian noise (Lopes et
al. 2019), image rotation by 90 degrees, image rotation by
30 degrees, and image rotation by -60 degrees (Shorten and
Khoshgoftaar 2019). Each augmentation type was applied
to a randomly selected quarter of the dataset, maintaining
the uniqueness of each image selection for the augmenta-
tion. Applying augmentation increased the dataset size. We
used the ASL Alphabet dataset, which is available on Kag-
gle (Sai 2021). The augmentation process is shown in Fig-
ure 3. The original dataset size was 87,000 images, and the
dataset size was increased to 108,627 images after employ-
ing the data augmentation. Then, we performed the data nor-
malization and image cropping to 50×50 as a data prepro-
cessing stage before the data splitting. After augmentation
and data preprocessing, we split the dataset into 60% for



Figure 4: The training versus validation accuracy throguht
the 100 epochs.

Figure 5: The training versus validation loss throguht the
100 epochs.

training, 20% for validation, and 20% for testing. The im-
ages in this dataset have different pixels intensity.

Experiments and Results
Our experiments were performed on a Window 10 OS,
Intel(R) Core(TM) i-9 CPU @ 3.00 GHz processor, and
NVIDIA GeForce RTX 2080 Ti. We used Tensorflow 2.4.0,
Python 3.8, and NumPy 1.19.5. The model was trained for
100 epochs. The batch size was set to 128. The RMSProp
has been used as the model optimization function (Hinton,
Srivastava, and Swersky 2012). The loss function was set
to the categorical crossentropy function (Ketkar 2017). The
training versus validation accuracy is shown in Figure 4. The
loss of training versus validation is shown in Figure 5. The
empirical results of our proposed model are shown in Ta-
ble 2. Figure 6 shows the confusion matrix of the proposed
model, where the numbers 0 to 29 indicate the alphabet let-
ter starting from the letter A to letter Z, in addition to the
nothing, delete, and space gesture signs.

Table 3 shows the comparison results between our pro-

Table 2: The emperical result of our proposed model.
Comparison Value
Train Accuracy 99.949%
Test Accuracy 99.889%
Train Time 55.77(min)
Test Time 0.2363(sec)
Precision 0.9849
Recall 0.9924
F1-score 0.9925
Total Parameters 2,029,470
Trainable Parameters 2,029,150
Non-trainable Parameters 320

Figure 6: The confusion matrix of the poposed model testing
results.

posed model with other research works that address the
sign language gesture classification problem using different
gesture-based datasets.

Conclusion and Future Work
The communication gap between the hearing-impaired and
hearing people has been one of the significant issues in all
societies for decades. The proposed model aims to reduce
the misunderstanding gap between hearing-impaired and
hearing people by understanding the American Sign Lan-
guage (ASL) letter via classification. The proposed model
achieved significantly high accuracy for the correct classifi-
cation of the ASL letters.

As future work, this model is a part of a project to trans-
late the classified letters into transcript words that can also
be converted to voice. That could help eliminate the com-
munication gap between hearing-impaired and hearing peo-
ple and provide a better quality of life for deaf and hard of
hearing people, which can significantly improve social com-
munication and understanding.
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