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Abstract

Advancements in neural network architectures have im-
proved the quality of several tasks in computational lin-
guistics. Among the tasks benefited we can mention
question and answer systems, dialogue systems, opin-
ion mining and the automatic generation of texts, just
to mention a few. Despite the advances, there is still
room for contributions, since there are still open prob-
lems. In the case of text generation, especially in the
musical genre, there are challenges for the production
of texts that involve poetry and idioms. In particular,
some of these challenges are linked to the treatment of
metaphors and metonymy and the generation of para-
phrases. This paper presents an analysis of the genera-
tion of excerpts of lyrics based on a pre-trained GPT-2
neural network model, after fine-tuning with two lyrics
corpora, one in English and one in Portuguese. An anal-
ysis of the spelling, syntax and semantics of the gener-
ated texts are presented, as well as the discussion about
the attempt to find a pattern in the sections generated
by the implemented tool. Research demonstrates the po-
tential for using such models in the generation of poetic
texts.

Introduction

Natural Language Processing (NLP) has made significant
progress over the past decade, building on recent deep neural
network architectures (Deng and Liu 2018). Tasks within the
scope of NLP have reached new levels in the state-of-the-art,
such as machine translation, opinion mining, dialogue and
question and answer systems and text generation. Today, it
is possible to acquire, in commercial stores, personal assis-
tants that interact through natural language with some fluid-
ity, such as Alexa, Siri and Google Assistant (Hoy 2018).
Among the tasks related to NLP, one that has attracted
the attention of researchers is the natural language genera-
tion (NLG). This is an attractive task as it can be combined
with other tasks, generating more natural and fluid dialogue
and question/answer systems. It is also an important task, in
isolation, aiming to produce unpublished texts, with perfor-
mance equivalent to that of human beings (Gatt and Krahmer
2018). As (Gatt and Krahmer 2018) have stressed, defining
exactly what NLG is is more challenging than it initially ap-
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pears. Although the final product is composed of natural lan-
guage expressions, what was used as the input for producing
the text can vary enormously. Just to cite a few examples,
there are systems that produce texts from images (Vinyals et
al. 2015), from a single other text, as in the case of text sum-
marization (Tas and Kiyani 2007), or from a neural model
previously trained using a linguistic Corpus (Radford et al.
2019). This work follows in the latter case. More recently,
thanks to advances in hardware and architecture of neural
networks, it was possible to develop neural models with bil-
lions of parameters, as is the case of GPT-2 (Radford et al.
2019) and GPT-3 (Brown et al. 2020), both developed by
OpenAl. These models were trained with a high computa-
tional cost and, consequently, a high energy cost (Strubell,
Ganesh, and McCallum 2020) and, therefore, need to be in-
corporated into other systems, through transfer learning, so
justify the cost of their training and avoid major environ-
mental impacts.

In this paper, it is verified whether it is possible to use one
of these models, more specifically the GPT-2, in the task
of generating a natural language of poetic text/song lyrics.
The choice of the aforementioned model was due to the fact
that, at the time the work in question began, GPT-2 was the
state of the art among language models. The characteristics
of the implemented model based on the samples (song lyrics,
poetry) generated from the execution of the model are dis-
cussed. The result is evaluated with respect to the textual
structure, the patterns detected in the generated texts, the
proximity of the samples with the lyrics of songs composed
by human beings, among other criteria. Algorithms were im-
plemented to generate textual samples using simplified mod-
els of GPT-2 provided to the public by OpenAl, generating a
total of 10 samples for further analysis and discussion. The
model was trained with a corpus of English lyrics prepared
by (Rodrigues, Oliveira, and Moreira 2019). A corpus of
lyrics in Portuguese extracted from the website Vagalume
(https://www.vagalume.com.br/) was also used, for the pur-
pose of analyzing the potential of architecture in the gener-
ation of lyrics in Portuguese.

The article is organized as follows: in the next section
we discuss the works related to this research. After that, we
present the approach taken, along with the resources used for
research. Next we present the results achieved and, finally,
we present the conclusions of the work.



Related Works

Park and Ahn, (Park and Ahn 2018) present a model for au-
tomatic generation of sentences from keywords using LSTM
(Long Short-Term Memory) recurrent neural networks orga-
nized in the form of adversarial networks (Generative Ad-
versarial Network - GAN). The model also includes a self-
attention module. The authors use synonymous keywords as
input to the model in order to improve the number of dis-
tinct sentences generated. The model proposed by the au-
thors performed better than models that do not use GANSs.
Contrary to the model proposed in this article, the authors
did not deal with poetic texts nor did they use pre-formed
models.

YI et al. (Yi et al. 2018), addressed two problems in the
automatic poetry generation, which are the lack of diversity
and the mismatch of the loss assessment, which are caused
by neural models based on maximum likelihood estimation.
To deal with these problems, they used reinforcement learn-
ing and directly modeled features and used them as explicit
rewards to guide the gradient update. The model was based
on GRU (Gated Recurrent Unit) recurrent neural networks.
The authors worked with Chinese poetry and the results sur-
passed the state of the art. The difference from the current
work is that they did not work with English or Portuguese
and did not use pre-trained templates.

Van de Cruys (Van de Cruys 2020), proposes a model
based on recurrent neural networks of the GRU type for gen-
erating poetic text. The model was trained exclusively on
standard non-poetic text, being used to generate poems in
English and French and, according to the authors, the sys-
tem produced results compatible with the state of the art for
poetry generation. Despite dealing with poetic texts, the dif-
ference in relation to current work is the non-use of Poetic
Corpus for training and the fact that they do not use pre-
trained models.

Materials and methods

One of the areas of research that was driven by deep learn-
ing architectures was the study of text generation from the
grammatical structures captured by these new methods. Ac-
cording to Piccialli et al. (Piccialli, Marulli, and Chianese
2017), the field of natural language generation consists of
creating texts that provide information contained in other
types of sources (numerical data, graphics, taxonomies and
ontologies or even other texts), with the aim of making these
texts indistinguishable from those created by humans. It is
crucial that a text compose a whole that has a certain mean-
ing and that can be interpreted by human beings. Automatic
text generation makes it possible to increase the production
of textual material that can have different purposes, such
as production of teaching material, production of technical
manuals, assistance in the production of scientific dissem-
ination material, automatic generation of propaganda, etc.
Among the text formats that are most present in our daily
lives, song lyrics and poetry stand out. As with any other
textual type, it is also possible to obtain interesting results in
the automatic generation of musical and poetic content using
NLP tools, which will be dealt with in this paper. Linguis-

tic structures such as rhymes, intonation, quotations, among
others, make the objective of generating such texts some-
what challenging.

The model for generating song lyrics proposed in this pa-
per is based on the fine-tuning of a pre-trained model, a tech-
nique called transfer learning. This strategy has the benefit
of reusing all the computational and energy costs invested in
pre-training. The pre-trained model adopted was the GPT-
2 (Radford et al. 2019) provided to the public by Ope-
nAl GPT-2 is a pre-trained multitasking model that adopts
the Transformer architecture (Vaswani et al. 2017) and has
about 1.5 billion parameters. Because it is multitasking, the
model can be used in several natural language processing
tasks, such as named entity recognition, question and an-
swer systems, translation, summarization and natural lan-
guage generation. The Transformer architecture, proposed
by in (Vaswani et al. 2017), is an architectural model based
solely on attention mechanisms and which dispenses with
the use of recurrent networks and convolutional networks. In
addition to adopting the Transformer architecture, the GPT-
2 is suitable for use in unsupervised model learning transfer
in a zero-shot configuration. In the paper by (Radford et al.
2019), the GPT-2 is employed in several NLP tasks, without
performing fine-tuning, and yet it achieves state-of-the-art
results in 7 out of 8 of the datasets tested. In the work pre-
sented here, the objective is to use the GPT-2 model in order
to verify if it is possible to generate musical texts that are
grammatically correct and that make sense as a whole. A
task for which the GPT-2 was not previously trained.

Some GPT-2 models have been made publicly available
to test their effectiveness across a range of tasks. Versions
vary according to the number of model parameters. There is
a version with 117, 345, 762 and 1542 million parameters.
The greater the number of parameters, the greater the po-
tential for performance in the tasks, nonetheless, the greater
the model, the greater the demand on the hardware where
the model will be executed. In the case of the research de-
scribed in this paper, models 345M and 762M were used to
compare the generative potential of the models.

To perform the fine-tuning, two Corpus were used in
two different languages: English and Portuguese. The cor-
pora were generated through Web Scraping on music sites,
and the corpus in English (corpus;) was described in (Ro-
drigues, Oliveira, and Moreira 2019). The corpus in Por-
tuguese (corpuss) was created by extracting the lyrics from
the Vagalume website. The corpuss cleaning process con-
sisted only of tokenization and lemmatization.

Regarding the corpus;, after the lemmatization,
12,355,270 tokens and 175,412 types were counted. One
expects, in the case of song lyrics, to have a far greater
number of tokens than words, because there are many
repetitions like what happens in the choruses. Regarding
corpuss, after lemmatization, 3,761,958 tokens and 96,358
types were counted in 24,783 songs.

The corpora were used to perform the fine-tuning of the
model. Still, care must be taken with the size of the corpus,
because if it’s too small and the fine-tuning is performed for
a long time, over fitting may occur. In our case, this problem
has not happened, since, for example, corpus; consists of



more than 12 million tokens.

In the next section, the results of fine-tuning experiments
using the corpora are presented. The experiments were per-
formed on a machine with 4 2080 Ti GPUs and 116 GB
of RAM for sample generation. It is worth mentioning that
the GPT-2 learns to predict the words according to the con-
text, so the performance does not depend directly on the lan-
guage, but on the quality of the datasets.

Results

Four experiments were performed, summarized in Table 1.
The experiments were divided according to the Corpus used
and the size of the model. The experiments performed with
the larger model (762M) could not be run for a long time
due to hardware limitation.

Table 1: Experiments performed. The experiments were sep-
arated according to the size of the model (millions of param-
eters) and the corpus used in the fine-tuning.

experiment number | Model | Corpus | number of samples
1 345M 2 71
2 762M 2 18
3 345M 1 98
4 762M 1 6

To measure the evolution of the generated text, a metric
related to semantic cohesion was used. There are many pro-
posals that can be used to measure the semantic cohesion
of a text (Newman et al. 2010). In this research, the intrin-
sic perplexity measure of the generated text was used, based
on the probability of the bigrams of the original corpus. The
choice of this metric was based on the ease of use and be-
cause it is based on the probability of co-occurrence. The
lower the result of the perplexity calculation, the greater the
semantic cohesion of the text excerpt. The quality of the gen-
erated lyrics was not measured, as this is a subjective crite-
rion. The perplexity formula used is expressed in Equation 1.

2 p(wia]Ti)

where: N is the number of tokens of parsed text; x; is the
i-th token of the text. If the bigram does not occur in the
corpus, the unigram probability multiplied by a smoothing
factor of 0.4 is used instead.

Due to lack of space, we will only show a single output
emitted by the model for the English language. The other
outputs will only be commented.

First, we present the performance of the 345M model in
the Portuguese corpus. A total of 71 songs were generated
in a period of 4h37min of model execution. After some sam-
ples were generated, it was already possible to notice an
evolution in semantic cohesion, with regard to the existence
of words and their placement. The general context of the
songs could already be detected (often the model used the
theme “love”), but it was noted that some sentences con-
tained spelling errors or that the sentences were incoherent.

At the end of the training, interesting results are observed in
the text generation. Some examples even have musical mark-
ings, such as the chorus and repetition marking. In addition,
it was noted that the subjects addressed in the lyrics became
increasingly diverse. In the second experiment performed,
the same corpus was used, but the model was changed to
the 762M. Eighteen songs were generated and, in general, it
was noted that the issues addressed in the samples generated
by the model were similar to those generated in the previ-
ous experiment. For the most part, subjects such as love and
religion were more prominent.

Initially, the 345M model was tested for English. 98 sam-
ples were generated in a period of 9 hours. Right at the be-
ginning of the sample generation, it was already possible to
notice that the syntactic and semantic quality surpassed the
previous results. Table 2 shows one output of the 345M.

Unfortunately, due to lack of computational resources, it
was not possible to generate many examples of the corpus
in English for the 762M model. Therefore, only 6 samples
were generated. Despite that, the samples generated were
interesting.

Table 2: Output of model 345M tuned with corpus;, first
sample.

What an incredible moment of your life
You walked out of the movie theater
And into a rainstorm
On a moonlight night
Who knew you were the one you wanted to be
Oh the sky is blue
The moon is clear
You don’t remember me, but what I do know is
You were the star of the world
1 knew the way you could be
You were the star of the star
I knew you were the star of the sun

It is noticeable that some phrases lose their meaning, such
as “Don’t let me let you hide in your heart” or the phrase
“My love I know you are in your heart”. The phrase could
be replaced by “My love I know you are in [my] heart”.

Table 3 shows the perplexity result of each generated sam-
ple presented in this paper. These samples were selected be-
cause we believe they are the most representative. It may be
noted that there is a tendency to decrease perplexity while
the model is running. Nonetheless, changing the size of the
model does not seem to bring significant benefit. The best
result with corpus, was obtained in samples with model
762M, obtaining perplexity 54. However, the second best
result with corpus, was achieved in samples with model
345M, resulting in perplexity 78. In the case of corpuss, the
best result was obtained in sampleg with the 345M model,
obtaining perplexity 50. However, other perplexity values
of other samples generated with corpus, were close to this
value. In an informal analysis of the generated samples, an
improvement in the results is noticed with the processing
time and with the size of the model. To have a better view
of the influences of model size and time on the results, a
larger number of samples would be needed, but the hard-



ware costs for executing these models prevented obtaining a
larger number of samples.

Table 3: Perplexity of corpus; and corpuss samples. The
lower the value, the lower the perplexity and hence the
greater the coherence of the text..

Sample | Model | Perplexity | Corpus
1 345M 1485 COTPUS2
2 345M 78 COTPUS2
3 345M 166 COTPUS2
4 345M 138 COTpUS2
5 762M 54 COTPUS2
6 762M 102 COTPUS2
7 345M 112 corpusy
8 345M 50 corpusy
9 345M 82 corpusy
10 762M 74 corpusy

Conclusions

All GPT-2 models analyzed were able to generate syntacti-
cally correct musical/poetic texts with semantic coherence,
even with some limitations of hardware resources. It was
also noted that the tool made some spelling mistakes, which
also occur in the original corpus, nonetheless, in general it
presented a cohesive result, both syntaxically and seman-
tically. In this sense, the quality of the generated samples
becomes subjective in the eyes of those who analyze them,
as there are still no metrics capable of automatically analyz-
ing the quality of the texts generated from an artistic per-
spective. The Perplexity metric was adopted to evaluate the
generated texts, but we recognize that this metric is insuffi-
cient to measure the quality of a poetic text and serves only
as a starting point for the analysis of this type of text. It is
worth mentioning that it is not the project’s goal to replace
humans with regard to musical composition, but to act, as a
complement to the final product. Despite this, it is believed
that the tool has unique potential for generating text and is
generic enough to be used in other text genres and for other
purposes.

As part of future work, it is necessary to define more ap-
propriate metrics to handle this type of information. It is
also necessary to increase the number of experiments to be
conducted, in order to generate enough results for further
analysis. Finally, another interesting future work would be
the analysis of the incorporation of semantic content into
datasets capable of helping models to produce better quality
poetic texts.
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