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Abstract

Network protocol analyzers such as Wireshark are valu-
able for analyzing network traffic but pose a challenge
in that it can be difficult to determine which behaviors
are out of the ordinary due to the volume of data that
must be analyzed. Network anomaly detection systems
can provide vital insights to security analysts to supple-
ment protocol analyzers, but this feedback can be diffi-
cult to interpret due to the complexity of the algorithms
used and the lack of context to determine the reason-
ing for which an event was labeled as anomalous. We
present an approach for visualizing anomalies using a
graph-based anomaly detection methodology that aims
to provide visual context to network traffic. We demon-
strate the approach using network traffic flows as an
approach for aiding in the investigation and triage of
anomalous network events. The simplicity of a visual
representation supports fast analysis of anomalous traf-
fic to identify true positives from false positives and pre-
vent further potential damage.

Introduction
Analysis of network traffic can be daunting due to the quan-
tity of data and its high-dimensionality. It can be especially
overwhelming when the data is simply represented as lines
of text, particularly as streaming data. For example, a tool
like Wireshark (Combs 1998), while an indispensable asset
for tasks like troubleshooting, is not useful for fast detection
of suspicious activity as the analyst must know exactly what
to look for. Suspicious patterns may not be evident because
relevant information can be separated by hundreds of lines.
As such, it is difficult to get a picture of the network as a
whole by simply viewing individual packets.

One solution to this problem has come in the form of
anomaly detection systems. These tools monitor network ac-
tivity to determine which traffic is anomalous in reference to
normal behavior, significantly narrowing down the activity
that is worth investigating. However, one primary drawback
of these systems is that their output is sometimes difficult to
interpret, as they often give no feedback on why something
is labeled as anomalous. Specifically, the lack of context can
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be lost in the conversion of the input data when compared to
what is being used by the detection algorithm.

In this work, we present a system for visualizing net-
work traffic alongside a graph-based anomaly detection
system (Paudel, Harlan, and Eberle 2019). Detection is
performed using the graph-based anomaly detection tool
GBAD (Eberle and Holder 2007). We provide a full view
of the network integrated with clear labeling of anomalous
graph elements based on output of the detection algorithm.
We impart context by retaining past events while styling
them differently so as to provide a distinction between past
and current elements. This improves analysis by allowing
tracking of events over time to compensate for the dynamic
nature of the network.

The remainder of this paper is organized as follows. The
Background and Related Work section presents background
information and related work in network visualization and
anomaly detection. The Anomaly Detection Approach sec-
tion highlights the methodology that we are using to detect
anomalies in networks. We then discuss the design of our
system in the Visualization section. The Implementation sec-
tion provides details of the implementation of the current
system, while the Use cases section that provides a visual
representation of detected anomalies. Finally, we conclude
and discuss future investigations.

Related Work
Graph-based approaches have been applied with consider-
able success for anomaly detection in network traffic. Spot-
Light (Eswaran et al. 2018), SnapSketch (Paudel and Eberle
2020), and GODIT (Paudel, Muncy, and Eberle 2019) use a
sketching-based approach to map an anomalous graph ‘far’
away from ‘normal’ instances in the sketch space. MIDAS
(Bhatia et al. 2020) uses a hypothesis testing-based frame-
work to detect microcluster anomalies, or suddenly arriv-
ing groups of suspiciously similar edges including denial of
service attacks in network traffic data. (Paudel, Harlan, and
Eberle 2019) uses a graph-based anomaly detection system
for detecting the onset of the DoS attack. However, the out-
put of these approaches is difficult to interpret, as they pro-
vide no feedback on why something is labeled as anomalous.
Therefore, there is a need for a visualization technique that
explains and provides context on why something is marked
anomalous.



Singh and Subramanian (Singh and and 2009) offer a
combined approach by performing simple k-means cluster-
ing paired with visualization for anomaly detection. Liao
and Striegel (Liao and Striegel 2012) propose a differen-
tial anomaly visualization by reducing the granularity of net-
work components to communities which increases network
shift tolerance and scalability. Situ (Goodall et al. 2019) is
a visualization platform that takes in a stream of network
data and performs probability-based anomaly detection be-
fore presenting information on suspicious IPs through mul-
tiple views.

Anomaly Detection Approach
The idea behind the graph-based anomaly detection
(GBAD) approach used in this work is to discover anoma-
lies in graph-based data where the anomalous substructure
in a graph is part of (or attached to or missing from) a nor-
mative pattern that minimizes the description length (MDL)
of a graph.

Definition 1 (Anomalous Substructure): We define a graph
substructure S′ to be anomalous if it is not isomorphic to the
graph G’s normative substructure S, but is isomorphic to S
within X%.

X signifies the percentage of vertices and edges that would
need to be changed in order for S′ to be isomorphic to S.
The importance of this definition lies in its relationship to
any deceptive practices that are intended to illegally obtain
or hide information. GBAD is an unsupervised approach,
based upon the SUBDUE graph-based knowledge discov-
ery method (Holder and Cook 2005). Using a greedy beam
search and MDL heuristic, the anomaly detection algorithms
in GBAD use SUBDUE to find the best substructure, or nor-
mative pattern, in an input graph. In our implementation, the
MDL approach is used to determine the best substructure(s)
as the one that minimizes the following:

M(S,G) = DL(G|S) +DL(S)

where G is the entire graph, S is the substructure, DL(G|S)
is the description length of G after compressing it using S,
and DL(S) is the description length of the substructure S.

There are three general categories of anomalies: addi-
tions, modifications, and deletions. Insertions would consti-
tute the presence of an unexpected vertex or edge. Modi-
fications would consist of an unexpected label on a vertex
or edge. Deletions would constitute the unexpected absence
of a vertex or edge. Each of these approaches is intended
to discover one of the corresponding possible graph-based
anomaly categories. The reader should refer to (Eberle and
Holder 2007) for a more detailed description of the actual
algorithms.

Visualization System
We present a dynamic visualization tool for viewing network
activity over time while actively labeling anomalies as they
are detected by the integrated anomaly detection system. An
example graph is provided in Figure 1. (In this example, IP
addresses are arbitrarily chosen and do not correlate to a real

Figure 1: Example of graph design. Devices are represented as
nodes labeled by IP address and connections as edges. Previous
graph elements are made transparent and anomalous elements are
marked red. In G3, the node labeled 192.168.10.174 and its edge to
10.0.0.4 are anomalous.

network representation.) Input data is divided into time win-
dows, which we call generations (labeled Gi in Figure 1),
to provide context over time. As seen in Figure 1 in G2
and G3, graph elements belonging to previous generations
are styled to be transparent in order to make them visually
distinct from the current generation. This provides tempo-
ral context that allows for comprehension of the network’s
transformation over time.

Nodes represent devices on the network and are labeled
by their respective IP address. Connections between de-
vices are represented by edges and are identified by IP and
port number pairs. Multiple edges may exist between two
nodes, indicating that multiple connections exist on different
ports. This can be seen in Figure 1 in the second generation
(G2) between nodes 10.0.0.4 and 10.0.0.5, as well as nodes
10.0.0.4 and 10.0.0.2.

We clearly mark anomalous nodes boldly by increasing
their size and styling them a bright red color. This color
was chosen as it is distinctly different from the normal
node and edge color (black) and is often associated with
alerts. Anomalous edges are also highlighted in red for the
same reason. The node 192.168.10.174 in Figure 1 in G3 is
marked as anomalous, as well as its edge to 10.0.0.4. The
transparency of previous generations also applies to anoma-
lous elements, so anomalies from previous generations still
appear red, but are visually de-emphasized in order to indi-
cate aging.

Anomaly detection, as reported in (Paudel, Harlan, and
Eberle 2019), is performed using the GBAD (Eberle and
Holder 2007) Graph-Based Anomaly Detection system, a
publicly available tool, which uses a graph representation of
data to detect anomalies in graph structures, capturing com-
plex relationships, rather than simply analyzing attributes.
Common substructures of the graph, and therefore the net-
work, are recognized as normative patterns and differences
from these patterns are considered anomalies. That work
uses network data from the VAST Challenge 2011 Mini-
Challenge 2 (Grinstein et al. ) dataset to present GBAD as
a solution for detection of the early stages of a denial of
service attack. We refer the reader to (Paudel, Harlan, and
Eberle 2019) for a more thorough description of the ap-
proach.

Implementation
The current implementation of the visualization system is
written in Java using the GraphStream library (Dutot et al.



Predicted (DoS) Predicted (Normal)
Actual (DoS) 107 (TP) 4 (FN)

Actual (Normal) 0 (FP) 1580 (TN)

Table 1: Confusion matrix for anomaly detection (Paudel, Harlan,
and Eberle 2019)

2007). This library provides the basis for reading GML files
and displaying the graphs, as well as modifying graph ele-
ments according to our design constraints.

Our example data sets are sourced from the VAST Chal-
lenge 2011 Mini-Challenge 2 dataset (Grinstein et al. ), from
the firewall logs on 4/13/2011. To properly render multi-
ple edges, each edge is identified by three nodes and two
edges: two nodes representing each end of the connection,
one node as an intermediate, and an edge between the inter-
mediate node and each end. These intermediate nodes are
made transparent in the visualization to create the illusion of
a seamless edge.

We identify six styles of elements including regular
(called “regular”), normative (abbreviated “norm”), anoma-
lous (“anom”), removed regular (abbreviated “rreg”), re-
moved normative (“rnorm”), and removed anomalous (“ra-
nom”). Regular elements are solid black, normative ele-
ments are solid green, anomalous elements are solid red, re-
moved regular elements are transparent black, removed nor-
mative elements are transparent green, and removed anoma-
lous elements are transparent red.

Use Cases
The tool is used for a visual demonstration of the onset of
a DoS attack in a corporate network. The dataset was pro-
vided by the VAST Challenge 2011 Mini-Challenge 2 (Grin-
stein et al. ). While this dataset consists of real, anonymized
output from firewall logs, IDS logs, and syslogs, we use
only the firewall log data (already converted to CSV for-
mat) as this provides all the information necessary for detec-
tion and visualization. The dataset contains three full days
of traffic; however, we use a portion of the data from day
one (4/13/2011) as this is when the attack occurs. A dis-
tributed denial of service attack is performed by several at-
tack nodes with IP addresses 10.200.150.<201, 206, 207,
208, and 209> against the external web server (172.20.1.5).
We use a time window of 5 seconds per generation.

This demonstration uses the results from Paudel et
al. (Paudel, Harlan, and Eberle 2019) to visualize the onset
of a distributed denial-of-service attack. The confusion ma-
trix showing the results of anomaly detection in their work
is shown in Table 1 (Paudel, Harlan, and Eberle 2019). Nor-
mal graphs are the 5-second generation that does not contain
a node representing known DoS attack IPs, while the DoS at-
tack graphs are the generations that contain a node represent-
ing at least one of the five known DoS attack IPs on the in-
ternet. Only 4 generations out of 111 generations associated
with DoS attack were missed (Paudel, Harlan, and Eberle
2019). However, the attack was identified by the anomaly
detection system within approximately five seconds, demon-
strating that a near real-time detection is feasible (Paudel,
Harlan, and Eberle 2019).

In Figure 3, we present three consecutive generations of
graphs Gi−1, Gi, and Gi+1 where Gi−1 represents the net-
work snapshot just before the detection of the DoS attack, Gi

represents the moment the anomaly detection algorithm de-
tected the DoS attack, and Gi+1 represent the network snap-
shot with multiple attack nodes. As seen on Figure 3(a), until
Gi−1, three machines, 10.200.150.201, 10.200.150.206, and
10.200.150.207, had been sending more than usual traffic (as
noticed by the high edge width) to an external web server
((172.20.1.5). As soon as we move to Gi, another machine
(10.200.150.208) joins the attack, and the anomaly detection
approach flags the edge between the external web server and
10.200.150.201 as anomalous (shown as a red edge in Fig-
ure 3(b)). In the subsequent generation Gi+1, another attack
machine 10.200.150.209 joins the attack and two events are
flagged anomalous (Figure 3(c)). The visualization tool pro-
vides a clear visual context of the normal flow of traffic in
the network and how the attackers are trying to disrupt the
normal flow. Furthermore, it also provides the historical con-
text to the anomaly detection that helps analysts understand
how the attack is evolving.

Another potential use case involves mapping the lateral
movements of an attacker across the system. This is made
possible by the persistence of previous generations in the
visualization. Since it is possible to see the anomalous nodes
from previous generations, a comparison may be made to the
current generation to view an attacker’s movement over time
across the network.

Conclusions and Future Work
Visual analysis supports and expedites analysis of anoma-
lous events to allow for quick identification of false positives
versus real threats. Users will likely be familiar with the net-
work they are monitoring and may more easily identify false
positives visually. Anomalies may potentially be detected
even before detection by the anomaly detection system, such
as in the denial of service use case where there is a dramatic
increase in edge width. Our tool simplifies the understand-
ing of anomalous events which can facilitate communication
of such events to non-technical management. It can be used
to display many types of anomalies or attacks, but is most
useful for those that can be recognized clearly from a net-
work graph such as with denial of service or rogue devices.
It may also be used to visually track lateral movement of an
attacker across devices within the network. Our current ef-
forts are focused on using live streamed data as sourced by
Wireshark (Combs 1998) and includes use of several capture
sources to provide a more global view of network traffic and
the anomalies detected within them.
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