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Abstract

In France, structured data from emergency room (ER)
visits are aggregated at the national level to build a syn-
dromic surveillance system for several health events.
For visits motivated by a traumatic event, information
on the causes are stored in free-text clinical notes. To
exploit these data, an automated de-identification sys-
tem guaranteeing protection of privacy is required.
In this study we review available de-identification tools
to de-identify free-text clinical documents in French.
A key point is how to overcome the resource barrier
that hampers NLP applications in languages other than
English. We compare rule-based, named entity recog-
nition, new Transformer-based deep learning and hy-
brid systems using, when required, a fine-tuning set of
30,000 unlabeled clinical notes. The evaluation is per-
formed on a test set of 3,000 manually annotated notes.
Hybrid systems, combining capabilities in complemen-
tary tasks, show the best performance. This work is a
first step in the foundation of a national surveillance
system based on the exhaustive collection of ER visits
reports for automated trauma monitoring.

Introduction
Hospital emergency room (ER) data are one of the main
data sources in syndromic surveillance. In France, the data
transmitted in routine to local, regional and national health
agencies concern demographic data (date of birth, gender,
location), temporal data (date and time of arrival at the
ER), medical diagnoses (coded using the 10th revision of
the International Classification of Diseases diagnostic codes,
ICD10) and outcome orientation (hospitalization or dis-
charge). Surveillance of injuries is however unviable as it
requires data on the circumstances and mechanisms: inten-
tional/unintentional, self-inflicted/other-inflicted, etc.

Yet, the cause for the visit and injury mechanisms are fully
described with free-text narratives stored in electronic health
records. Narrative text fields from injury databases began
to be used to extract useful epidemiological data more than
two decades ago but only recently the operationality of the
systems has become realistic (Marucci-Wellman, Corns, and
Lehto 2017; Chen et al. 2018; Wang et al. 2020). In France,
the potential exploitation by natural language processing
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(NLP) techniques of the more than twenty million per year
unlabeled ER notes has been pointed out by a few research
teams. Gerbier and colleagues proposed an automated ex-
traction and encoding of information from the ER clini-
cal notes for intra-hospital syndromic surveillance purposes
(Gerbier et al. 2011). Metzger and colleagues evaluated the
improvement in the estimation of the incidence rate of sui-
cide attempts when using automated extraction and process-
ing of computerized ER records compared with current man-
ual coding by ER physicians (Metzger et al. 2017). Our team
evaluated the feasibility of adapting a multi-purpose neural
language model (NLM) to classify free-text ER notes (Xu
et al. 2020), and showed that manual annotation require-
ments (generally time-consuming and prohibitevely expen-
sive (Spasic and Nenadic 2020)) could be substantially re-
duced by unsupervised pre-training.

Unsupervised pre-training has recently achieved high lev-
els of performance in the domain of NLMs by applying the
concept of attention that consists in learning dependencies
between words in a sentence without regard to their dis-
tances. This mechanism was implemented in a sequence to
sequence neural network model, the Transformer architec-
ture (Vaswani et al. 2017). However, the application of NLM
to the classification of ER notes faces several challenges in-
cluding the high number of required expert annoted samples,
the limited clinical corpus in French, the scarcity of French-
adapted NLP models and the key issue related to the protec-
tion of personal data.

When a secondary use of health data is planned, the pro-
tection of personal data has to be ensured according to the
legislative framework (in our case, established by the Euro-
pean General Data Protection Regulation - GDPR, and the
French data protection authority - CNIL). De-identification,
consisting in separating and altering personal identifiers, is
the main approach to protect privacy. This process involves
two steps: detection of personal data and its replacement
with surrogates or deletion. In the following we use the
convention that the terms detection and anomymization in-
dicate the first and the second tasks, respectively, and de-
identification indicates the whole process.

As manual annotation, manual de-identification is time-
consuming and costly, requiring automatic methods. The de-
tection task can be viewed as a Named-Entity Recognition
(NER) problem targeting personal data i.e. as the problem



of recognizing information units (like person and location
names or date and telephone number numeric expressions)
from free text, independently of the domain.

A benchmark of NER models on French commercial le-
gal cases has been developed (Benesty 2019). The results
encourage the use of the NER bi-directional long short
term memory (Bi-LSTM) model by using the Flair library
(Akbik, Blythe, and Vollgraf 2018) and the NER model
of CamemBERT (Martin et al. 2020). CamemBERT is a
French version of BERT –Bidirectional Encoder Represen-
tations from Transformers– (Devlin et al. 2018), which is
itself based on the encoder part of the Transformer archi-
tecture (Vaswani et al. 2017). FlauBERT –French Language
Understanding via Bidirectional Encoder Representations
from Transformers– is another French version of BERT (Le
et al. 2020), without an available pre-trained NER, yet. Fi-
nally, a BART –Bidirectional and Auto-Regressive Trans-
former – model (Lewis et al. 2020) for the French language
(BARThez) has been freshly released (Eddine, Tixier, and
Vazirgiannis 2020).

Regarding the techniques, automated de-identification
systems can be rule-based, machine/deep learning-based,
or hybrid (Khin, Burckhardt, and Padman ; Obeid et al.
2019; Trienes et al. 2020). Rule-based systems tend to per-
form better with personal data rarely mentioned in clini-
cal texts, but are more difficult to generalize. In general,
machine/deep learning-based systems tend to perform bet-
ter, especially with terms not mentioned in the rules. Hy-
brid systems combine the advantages of both approaches.
The self-attention mechanism has been newly applied to de-
identification (Yang et al. 2019; Fu et al. 2020). Rule-based
de-identification methods for clinical narratives previously
developed in English have been adapted to French (Grouin
and Névéol 2014; Névéol et al. 2018; Gaudet-Blavignac et
al. 2018). Some of these works presume that hybrid systems
would improve performance.

Objectives. We aim to compare the performances of sev-
eral strategies to de-identify free-text clinical note, including
rule-based, NER, deep learning (particularly Transformer-
based) and hybrid systems available and adapted to the
French clinical language used in the ER notes. The com-
pared approaches perform the two de-identification tasks
(detection of personal data and its replacement) either si-
multaneously or sequentially. The comparison criteria con-
sidered are recall, precision and specificity, while accounting
for the reduction in time and cost.

Methods

The de-identification process which consists in identifying
notes with personal data and anonymizing them was pre-
ceded by a preliminary task (figure 1) that consists in build-
ing a training set and a test set. The training set is used to
fine-tune the Transformer-based FlauBERT model (Le et al.
2020) which is a French adaptation of the BERT model (De-
vlin et al. 2018). The test set is used to measure and compare
performance of six selected strategies.

Figure 1: De-identification process scheme.

Preliminary tasks
We retrieved 309 380 unlabelled free-text clinical notes
from the digital medical record system of the adult ER of the
local University hospital, from 11-01-2012 to 10-16-2019.

Test data set. 3 000 clinical notes were randomly sam-
pled from this data set to be annotated in order to become
the labelled test data set. The manual annotation procedure
consisted in a pilot study (that allowed to ensure that the
annotators had a common understanding of the instructions
and to refine the annotation grid) and subsequently, the
simple annotation of the 3 000 sampled notes. A note was
tagged as ”with personal data”, if a note contains either
names, social security numbers, geographic addresses or
telephone numbers (whether it concerned data relating
to a patient or hospital staff). Otherwise it was tagged as
”without personal data”. A total of 414 clinical notes were
identified with personal data.

Fine tuning data set. The FlauBERT model requires a
fine tuning set. For this purpose, the remaining 306 380 notes
were used as training sample. Since these notes were not an-
notated, we used filtering keywords to automatically build
the required database. Clinical notes containing one or more
of the predefined keywords were tagged in this fine-tuning
dataset to be ”with personal data”. The list of predefined
keywords is:
• Docteur (Doctor), Professeur (Professor), Etudiant(e)

(Student)
Healthcare students practicing at the University hospital
often use an electronic signature for their reports in which
their student status appear.



• Mme (Ms) and Mr (Mr)
Spaces before the first letter and after the last one are in-
formative (otherwise, words such as ”comme”, meaning
”as”, would be falsely detected).

• Telephone numbers with the format “0000000000” or “00
00 00 00 00” or “00.00.00.00.00”

We didn’t add to the list ambiguous abbreviations such as
“Dr” (abbreviation of Docteur, Doctor, also used as an ab-
breviation of droit, right), “Pr” (abbreviation of Professeur,
Professor, also used as an abbreviation of pour, for) to avoid
false positive errors. To improve keywords matching, data
were previously cleaned (also using filters): points that were
not a period punctuating at the end of a sentence were re-
moved. For example, ”The patient saw Dr. X.” became ”The
patient saw Dr X.”. Nevertheless, to ensure fair comparisons
of de-identification approaches, we used filters with discre-
tion when cleaning the fine tuning data set. For instance, we
didn’t remove electronic signatures.

Filters detected 35 991 notes out of the 306 380 as in-
cluding personal data. We randomly sampled 15 000 notes
from this set of 35 991 notes “with personal data” and 15 000
notes from the remaining set of 270 389 notes “without per-
sonal data”. The sample size of 15 000 was empirically de-
termined as achieving a good trade off: less fine tuning ex-
amples involved poor coverage, on the other hand, more fine
tuning examples involved high bias in the data since they
were formed using keywords. Finally, we randomly mixed
these 30 000 data.

De-identification process
Six de-identification approaches (see figure 1) were con-
sidered and evaluated on the test dataset. These approaches
consist in applying filters (i.e. a series of rules defined one
by one) and/or NER and/or a Transformer model and/or a
combination of two or all of them.

FlauBERT
Detection. We applied the uncased version with 138M pa-
rameters available on the Transformers Hugging Face li-
brary (Wolf et al. ). We used the pretrained weights provided
by (Le et al. 2020). We then ran it on the 30 000 fine tuning
data on 1 epoch with a learning rate of 0.005 on a single
Nvidia® GeForce GTX 1080 Ti with 11GB of VRAM. Re-
sults are based on a majority vote carried out on 5 execu-
tions. The default threshold 0.5 was used for classification
decision. This language model allows only detection and
needs to be combined with another strategy to complete the
anonymization procedure.

#1 Filters
Detection. We used the same filters that were used to create
the fine tuning dataset with one exception: we added the ab-
breviations “dr” and “pr”.
Anonymization. The first word following all keywords were
removed as well as electronic signatures of hospital staff.

#2 NER
Detection. NER is particularly well-adapted to handle
proper names. We used the NER model of the Flair library
trained on the WikiNER base (aij-wikiner-en-wp3) (Noth-

man et al. 2013) using the Fasttext embedding (Grave et
al. 2018). Directly available in a exceptionally user-friendly
pipeline, we preferred Flair to CamemBERT which is still
very new, and therefore improvable.
Anonymization. Words detected as personal data were re-
moved by the following tags of the Flair NER model: <B-
PER>, <I-PER>, <E-PER> and <S-PER>.
#3 Filters+NER

Detection. Filters of approach #1 were applied for the de-
tection part. Anonymization. We first applied filters as in the
anonymization step of approach #1. Then the task was com-
pleted by removing the tags generated by the NER algo-
rithm.

#4 Filters+FlauBERT
Detection. We applied filters to clean the notes (following
the same procedure as for the creation of the data set used to
fine tune FlauBERT). FlauBERT was then applied to detect
note with personal data.
Anonymization. We applied the same procedure using filters
as in the anonymization step of approach #1.

#5 FlauBERT+NER
Detection. FlauBERT was applied as in approach #4.
Anonymization. We applied NER as in the anonymization
step of approach #2.

#6 FlauBERT+Filters+NER
Detection. This step was performed as in approach #4.
Anonymization. This step was performed as in approach #3.

Performance criteria
Performance criteria measured on the test set included re-
call (fraction of notes detected as including personal data
from all notes with personal data and fraction of fully de-
identified notes at the end of the process from all notes orig-
inally with personal data, in the detection step and at the
end of the de-identification process, respectively), precision
(fraction of notes with personal data among those detected
as including personal data and fraction of notes fully de-
identified at the end of the process among those detected as
including personal data in the detection step and at the end
of the de-identification process, respectively), and specificity
(fraction of notes predicted as without personal data from
all notes without personal data and fraction of notes that did
not need to be de-identified from the process in the detection
step and at the end of the de-identification process, respec-
tively).

Recall is frequently computed as the number of correctly
removed personal data with respect to the total number of
personal data items, as denominator. However, this criterion
doesn’t resolve if a note is fully de-identified, our target.

Results
Detection and de-identification performances of the com-
pared approaches are showed in figure (2). Circles, squares
and diamonds represent, respectively, precision, specificity
and recall.

Approach #1 was simple to implement, fast and gave
very satisfactory results. 93% of the reports to be de-
identified were detected. Only six false positive predic-
tions were made. They corresponded to notes in which the



Figure 2: Precision (circles), specificity (squares) and recall (diamonds) following detection (left) and anonymization (right).

abbreviations ”mr” and ”mme” are generically used for
”monsieur” (mister) or ”madame” (madam), without be-
ing followed by a proper name. Unsurprisingly, ”dr” ab-
breviations for ”droit” (right) instead of ”docteur” (doc-
tor) leaded to errors. Approach #1 anonymized 93% of
the detected notes, leading to an overall 87% of all clinical
notes to be anonymized. While this naive approach works
for forms of type ”Dr LAST NAME”, it doesn’t for forms
of type ”Dr FIRST NAME LAST NAME” or ”Dr COM-
POUND LAST NAMES”. This feature was present in 12
of the 386 detected notes.

Approach #2 was also simple to implement and fast once
the library and model weights were downloaded. However
its performance proved to be poor. NER alone detected only
40% of the clinical notes to be de-identified. As a reference,
when applying a single filter to remove staff’s electronic sig-
natures, 66% of the clinical notes to be de-identified were
detected. In addition, approach #2 led to many false pos-
itives, mostly hospital’s names also corresponding to per-
son’s names and, illnesses, syndromes, diseases or body
parts named after the people who discovered them.

Applying NER after the filters (approach #3) improved
recall. In addition, the false positive rate was dropped to 0.
Indeed, when applying NER to the 9 incorrectly detected
notes, no <B-PER>, <I-PER>, <E-PER> or <S-PER>
tags were generated. At the end of the process, these 9 notes
were thus considered as de-identified, which is their true
class.

One epoch of FlauBERT’ fine tuning on our dataset

took about one hour and a half. Few additional notes
were detected (< 0.5%) when compared to approach #1.
FlauBERT’s specificity was 10% lower.

Approach #4 provided the best true positive rate in de-
tection. However, it also presented the worst false positive
rate.

Approach #5 kept the recall performance of FlauBERT
in detecting notes with personal data. In addition, speci-
ficity was improved, for the same reasons as approach
#3: when applying NER to the 54 incorrectly detected
notes, <B-PER>, <I-PER>, <E-PER> or <S-PER> tags
were generated for only two notes (two hospitals having
person’s names). The other 52 reports were therefore not
anonymized. The de-identification rate remained lower than
that resulting from just removing staff’s electronic signa-
tures.

Approach #6 benefited from both, filters combined with
FlauBERT’s performance in the detection step and filters
combined with NER’s performance in the anonymization
step. Therefore, this approach showed the highest precision,
and the highest recall in the detection step as well as in
the full de-identification process. Also, its specificity was
among the best ones. In other words, this approach pre-
sented the lowest false positive rate (2/2586) and the highest
true positive rate in detection (400/414) as well as in de-
identification (387/414) (figure 3).

Figure 3 presents the distribution of the detected notes
following anonymization in terms of fully, partially or not
anonymized. A partially anonymized note is obtained when



Figure 3: Distribution of the detected notes following
anonymization.

several names of patients or doctors are present in the text
and the corresponding approach succeeded to delete one of
them but not all of them, or when a person is designated by
his or her first and last name and only one of them was suc-
cessfully removed.

FlauBERT’s recall could be improved by varying the
default probability threshold. However, when reducing the
number of undetected notes from 14 to 0, the number of
wrongly detected notes increased from 55 to 2100. Nev-
ertheless, the anonymization step based on NER consider-
ably reduced this latter amount: from 2100 to 47 (against 2,
with the default 0.5 threshold). Sources of errors in these 47
wrongly anonymized notes were: commercial drug names,
hospitals bearing person’s names, names of diseases bearing
person’s names, and diseases or parts of the body not bearing
person’s names. With the new threshold, 45 additional notes
lost substantial information leading to the de-identification
of only 5 additional texts. Changing the threshold did not
appear to be beneficial.

Conclusion
Because manual de-identification is time-consuming and
costly, automatic methods based on well-developed clinical
corpus and adapted language models are needed. We per-
formed a survey of the available approaches to de-identify
medical records in French and we compared them using ER
data. We used a training set of more than 300K unlabeled
clinical notes to fine-tune NLP models and a test set of 3 000
manually annotated notes to measure performance.

A hybrid system combining filters, the Transformer-based
FlauBERT and NER achieved the best performance in terms
of recall. It also obtained good performance in terms of
specificity and precision. This confirms the assumption that
hybrid systems, combining advantages, may outperform
other methods (Grouin and Névéol 2014; Névéol et al. 2018;
Gaudet-Blavignac et al. 2018).

These results will be instrumental in protecting personal
data in secondary use of health data. In particular, to build
surveillance systems based on electronic health records gen-
erated by visits to ER. Some challenges still remain.

First, it is possible to apply filters to automatically classify
notes as with or without personal data to build a fine-tuning
data set. Classification errors are thus likely and may have
an impact on detection performance. A large dataset with
manual annotations would have been of course preferable. A
single annotation for only 3 000 notes was available for the
present work and was used only to measure performance. A
more extensive dataset, double-annotated (with a review of
the team manager acting as a tie-breaker, when two review-
ers disagree) to be used as test set but also for the fine tuning
of FlauBERT is planned.

Second, our objective is to reach 100% in detecting notes
with personal data and 100% in de-identifying them. It
is inconceivable to develop a National injury observatory
based on hospital ER data if notes coming from hospitals
around the territory are not properly de-identified. Even if
we change the classification threshold to reduce the num-
ber of incorrectly not detected notes, 22 notes remain not
de-identified at the end of the process. A common prac-
tice consists in replacing personal data with realistic sur-
rogates (Trienes et al. 2020). Also, the anonymization part
may be improved by using other models. For example, a
French adaptation of ELMo –Embeddings from Language
Models– representations (Peters et al. 2018), trained on the
OSCAR dataset (Ortiz Suárez, Sagot, and Romary 2019),
has been proposed (Ortiz Suárez et al. 2020). Using NER
with the OSCAR corpus rather than Wikipedia corpus has
been shown to be beneficial (Martin et al. 2020). It would
be also interesting to assess the system performance using a
clinical corpus.

Third, while NLP applications require language re-
sources, annotated clinical corpora in French are scarce. In-
ternational ontologies are not fully translated (Névéol et al.
2018), existing corpora remain inaccessible outside the set-
ting of the hospital that provided the data for annotation, and
self-development costs are very high. This problem is shared
by languages other than English.

Forth, we focused on protected information relative to
names, social security numbers, geographic addresses and
telephone numbers. Although unlikely, other identifiers
could be present in data coming from other hospitals and
should be considered.

Finally, the objective of 100% recall may involve a
higher number of incorrectly detected notes. Applying de-
identification systems to notes that didn’t need to be de-
identified could deteriorate the information. For example,
when applying filters removing the word after “Mister”,
“Monsieur chute dans les escaliers” (Mister falls down the
stairs) leads to “Monsieur dans les escaliers” (Mister down
the stairs). The information on the trauma mechanism is thus
lost.

Nevertheless, advances in the field are coming rapidly,
opening new perspectives, both in terms of NLP technolo-
gies and in terms of appropriate data sets for pre-training in
more specialized semantic fields.
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