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Abstract 
According to the U.S. Department of Transportation, there is 
an average of six million motor vehicle crashes every year in 
the United States. For insurance companies, it is very time-
consuming and expensive to process claims for detecting and 
classifying vehicle damages; thus, deep learning techniques 
have been used to automate this process to reduce the time 
and the cost. In this paper, Mask R-CNN is used for image 
segmentation to identify and crop vehicles from images. 
Then a convolutional neural network (CNN) model is built to 
classify whether or not the vehicles have damages. In addi-
tion, transfer learning is utilized in both image segmentation 
and classification phases to help build the models for vehicle 
detection and damage detection, using the pre-trained 
weights from Microsoft COCO dataset and ImageNet, re-
spectively. 864 images of damaged vehicles collected from 
public websites, such as Google Images, are used in this re-
search. The experiment on the detection of bumper damages 
has achieved 87.5% accuracy.     

          1     Introduction 
On average, there are six million car accidents every year in 
the U.S., according to the U.S. Department of Transporta-
tion. As part of the vehicle insurance claim process, the in-
surance company needs to detect and classify the vehicle 
damages. To make the damage detection and classification 
faster and more cost-efficient, it is critical to develop ap-
proaches for automated detection and classification of vehi-
cle damages from images in the claims. 

 With the development of deep learning, in the areas of 
image classification such as detection and classification of 
diseases in medical images (Anwar et al. 2018; Li et al. 2014; 
Lam et al. 2018), deep learning models, such as convolu-
tional neural network (CNN), have been more popular and 
more often used than traditional machine learning models 
such as support vector machine (SVM). One major reason is 
that in the big data era, the performance of deep learning 
models can be significantly improved by using a large num-
ber of images, whereas the performance of traditional ma-
chine learning models does not usually show a big improve-
ment by significantly increasing the number of images. 

However, there are some challenges in the application of 
deep learning for image classification. First, to achieve high 
performance, deep learning models need to be trained on a 
large number of images. However, it is difficult to get a large 
quantity of images in some areas. For example, for the vehi-
cle damage detection problem in this paper, it is hard to ob-
tain thousands of damaged vehicle images that are publicly 
available. Second, with a big size of training data, deep learn-
ing requires high computational power to train a model. The 
model training process is time-consuming. Third, deep learn-
ing models, such as CNN, have many parameters and hy-
perparameters, which require a lot of efforts to tune.  

    To overcome the challenges of training deep learning 
models from scratch, transfer learning has been recently pro-
posed and developed. Transfer learning is one of the popular 
machine learning techniques that focuses on developing and 
training a model, as a starting point, based upon the 
knowledge gained in general domains and then reuse the 
same model trained on a specific domain to solve a specific 
task. Researchers have explored transfer learning and its ben-
efits by trying various ways to fine-tune the pre-trained mod-
els (Tajbakhsh et al. 2016; Das, and Kumar 2018). In 
(Tajbakhsh et al. 2016), the authors indicate that transfer 
learning produces accuracy that is better than the accuracy of 
training CNN from scratch. With the help of transfer learn-
ing, deep learning can be used on a limited amount of train-
ing data. Transfer learning has shown a better performance 
in classification problems to avoid the overfitting issue when 
the training dataset is limited (Oquab et al. 2014), because it 
takes advantage of the pre-trained models that have already 
been trained on large datasets such as ImageNet (Deng et al. 
2009) and Microsoft COCO (Lin, et al. 2014) and transfers 
the knowledge learned from the pre-trained models to the tar-
get tasks that have limited datasets. Since the weights are pre-
trained, the learning process would require less computa-
tional power and less time, while the tuning of parameters 
and hyperparameters would take less work.  

Although deep learning and transfer learning have been 
used by researchers for image classification, few researches 
have been done using these approaches in vehicle damage 
detection and classification. Some existing researches do not 



use machine learning in the detection of car damages. For 
example, in (Jayawardena, 2013), 3D CAD models of un-
damaged vehicles are proposed to obtain ground truth infor-
mation to help detect vehicles with mild damage in the pho-
tograph. In principle, image edges which are not present in 
the 3D CAD model projection can be considered as vehicle 
damage. The authors in (Gontscharov et al. 2014) have pro-
posed an approach to use adaptive sensor data processing for 
minor damage identification. A sensor network is integrated 
into the vehicle body, and multi sensor-data fusion of the sig-
nals from these sensors is used for the subsequent reasoning 
of damage detection. 

There are some existing APIs that can be used for image 
classifications using machine learning, such as Google’s 
Cloud Vision API and Microsoft’s Azure Custom Vision 
API. These APIs can utilize the computation power on the 
cloud platforms; hence the training only takes a few minutes. 
However, the performance of these APIs on the vehicle dam-
age detection problem is not ideal. Besides adjusting proba-
bility thresholds, users do not have ability to fine-tune the 
models for specific problems to increase the performance. 
Hence the customized models that are for vehicle damage 
detection and classification are needed.  

    In (Patil et al. 2017), for car damage classification, due to 
the lack of large amount of vehicle damage datasets and in 
order to prevent the model from suffering the overfitting 
issue, in addition to applying data augmentation, transfer 
learning is used on six CNNs, including Cars, Inception, 
AlexNet, VGG16, VGG19, and ResNet, pre-trained on 
ImageNet and then further trained on the car damage dataset 
collected from the web. An ensemble classifier is then built 
on top of the set of pre-trained classifiers. Using the transfer 
learning, the car damage classification accuracy is only about 
75% on average among all the pre-trained CNN models. This 
unsatisfactory performance is due to the various damaged car 
locations on images. Hence, we need an approach that can 
identify and crop the damaged car on image before 
performing the classification.  

In (Li at al. 2018), the authors have presented an ap-
proach to generate robust deep features by locating the dam-
ages in the images. YOLO is modified to train and identify 
damage region in the vehicles. In (Dhieb et al. 2019), the 
Mask R-CNN model is utilized to locate and visualize the 
damage on vehicle images, where the model weights are ini-
tialized from a pre-trained model based on Microsoft COCO 
dataset. Then the Inception-ResNet pre-trained model on 
ImageNet is employed and followed by a CNN model to 
classify the damages. The authors in (Malik et al. 2020) con-
duct vehicle damage detection using YOLOv3 (Redmon, and 
Farhadi 2018) and then perform damage classification using 
CNN models pre-trained on ImageNet. However, all these 
works directly feed the images that contain the vehicles to 
train models for damage detection and classification, without 
detecting and cropping the vehicles and removing irrelevant 
items in the images. Thus, the detection performance is not 
satisfactory due to lack of considering a pre-trained segmen-
tation model in the framework.  When users take pictures of 

damaged vehicles to submit a claim to insurance companies, 
it is likely that the images contain some irrelevant items such 
as road, trees, and buildings. To reduce the noises in the im-
ages, these irrelevant items should be removed before the im-
ages are fed into deep learning models. 

Taking the above problems into consideration, we pro-
pose to develop a workflow that contains a pre-trained Mask 
R-CNN to detect and segment the damaged car and then pass 
the segmented images to the pre-trained CNN models for the 
damage classification. Our work starts from the image seg-
mentation to locate vehicles from images. Mask R-CNN is 
used by applying weights pre-trained on Microsoft COCO 
dataset to identify and crop vehicles from the original im-
ages. Then CNN models pre-trained on ImageNet are re-
trained to detect whether or not there is a damage on the ve-
hicles. The intensive experiments have been done for the de-
tection of bumper damages with transfer learning, using eight 
different CNN architectures such as VGG16, VGG19 and 
ResNet50. 864 images of damaged vehicles collected from 
the public websites, such as Google Images, are used in this 
research. With data cleaning and data augmentation, it turns 
out that VGG16 has achieved the best performance 87.5%.  

The paper is organized as follows. We describe the da-
taset and the approach used in this work, including Mask R-
CNN with transfer learning for image segmentation to detect 
vehicles and CNN with transfer learning for the detection of 
damages on vehicles in Section 2. Section 3 presents the ex-
perimental results of detection of vehicles, detection of dam-
ages on vehicles, and the results of damage detection without 
identifying and cropping vehicles. In Section 4, we draw con-
clusions and discuss the future work. 

2     Data and Approach 
2.1 Dataset 
Since there is no publicly available dataset of damaged vehi-
cle images, we collect the images by web scraping from web-
sites such as Google Images. The web scraping process is 
automated by developing an image scraping script using Py-
thon and Beautiful Soup library. The damaged vehicle im-
ages include various types of vehicles such as sedan, SUV, 
minivan, and more. The image resolution ranges from 224 × 
224 pixels to 4000 × 6000 pixels. The damages can be di-
vided into different types, including bumper damage, glass 
damage, severe frame damage, and so on. In total, 864 im-
ages are collected and manually labeled (e.g., no damage, 
bumper damage, glass damage, etc.).  

2.2 Detection of Vehicles 
Fig. 1 describes the workflow of our approach. The detection 
of vehicles by cropping cars in the image is discussed in this 
section, while section 2.3 discusses the detection of damages 
from the cropped images.  

 

 



 

 
 

  

 
    Many images in the dataset have noises in the background. 
These noises include people standing next to vehicle, build-
ings, road signs, and more. It is important to remove those 
noises and then detect and crop the vehicles before feeding 
the cropped images into the learning CNN models. To 
achieve this purpose, a Mask R-CNN model is trained for 
image segmentation, that is, to detect the vehicles in the im-
ages. Fig. 2 shows the data pre-processing for the Mask R-
CNN model before starting the training process. 

 
 

 

We use Python 3, Keras, and TensorFlow in the imple-
mentation. 200 images are randomly selected from the 864 
images as the training data. We then use VGG Image Anno-
tator to create polygon boundaries and manually add the 
masks around vehicles in each image in the training data. 
VGG Image Annotator provides a simple user interface for 
the users to create boundaries and outputs coordinates of pix-
els in the vehicles in all annotated images to a JSON file. 
Both the JSON file that has the vehicle coordinates and the 
original images in the training data are fed to the Mask R-
CNN model for training. To avoid the overfitting issue, due 
to the limited training dataset, transfer learning is applied by 
using the pre-trained weights on Microsoft COCO dataset, 
which contains over 300,000 images and 1.5 million object 
instances (Lin, et al. 2014). After the training process, we use 
the remaining portion of the dataset, i.e., 664 images, to eval-
uate the model performance that is discussed in section 3.1. 

2.3 Detection of Damages 
After detecting the vehicles from the original images, the ve-
hicles are cropped. The detection of damages is then con-
ducted on the cropped vehicle images but not the original 

images. Fig. 3 shows the data pre-processing for the CNN 
models before the training, validation, and testing processes. 

 

 
 

 

    First of all, we perform data cleaning. We notice that the 
variety of angles from which the damage images are taken 
may confuse the CNN during classification. For instance, 
bumper damages taken from front-view or from up to 45-de-
gree angled view may look similar. However, the same 
bumper damages taken from 90-degree angle or from side-
view would be completely different from neural network’s 
perspective. Therefore, we group images by angles and re-
move any images that are over 45-degree angle from the data 
set. After data cleaning, the number of raw images is 384, 
which are then passed to the trained Mask R-CNN model to 
detect and crop the vehicles. 

To deal with the small dataset problem, image augmen-
tation is utilized to increase the number of images. The tech-
niques that we use for data augmentation include Gaussian 
Noise, Gaussian Blur, Flip, Contrast, Hue, Add (i.e. add ran-
dom values to pixel intensities), Multiply (i.e. multiply pixel 
intensities by some values), and Sharp. With all these data 
augmentation techniques, the number of images is increased 
to 3,456. 20% of the data is used for testing. Out of the other 
80% of the data, 80% is used for training, and 20% is used 
for validation. That is to say, 2212, 553, and 691 images are 
used for training, validation, and testing, respectively. 

A CNN model is used for the detection of vehicle 
damages. Images are broken into smaller pieces - feature 
filters. In convolutional layer, each filter would slide across 
the input image and create a stack of filtered images. 
Normalization through the activation function, i.e. Rectified 

 

Figure 1 Workflow of our approach 

Figure 2 Data Pre-processing for the Mask R-CNN model 

Figure 3 Data Pre-processing for the CNN models 



Linear Units (ReLUs), is utilized to step through each filtered 
image and convert negative intensity values of pixels to zero. 
A pooling layer is used to reduce the number of parameters 
and computation in the CNN model. The final layer is a fully 
connected layer using the Softmax activation function. In ad-
dition, the backpropagation is used to determine the weights. 

Instead of training a CNN model from scratch, we also 
use transfer learning in the detection of damages. The CNN 
model pre-trained on ImageNet dataset is used. ImageNet 
contains more than 14 million images which belong to more 
than 20,000 classes (Deng et al. 2009). Due to the fact that 
the vehicle damages are not part of the data in ImageNet, we 
re-train the model by unfreezing more layers, such as five 
and ten layers. Instead of just using the ResNet architecture, 
we also employ seven more pre-trained CNN architectures, 
shown in Fig. 3, such as Xception, VGG16 and VGG 19. It 
turns out that VGG 16 can achieve the best accuracy, as 
shown in the experimental results in section 3.2. 

   3     Experimental Results 
3.1 Results of Detection of Vehicles 
 

 

 

 

 

 

 

 

 

 

The Mask R-CNN model trained with transfer learning has 
achieved 90% accuracy in detecting vehicles in images. Fig. 
4 shows one of the sample results of vehicle detection on 664 
images when applying the Mask R-CNN model. In Fig. 4, 
even though there are noises, such as people, trees and road 
signs, the model only detects vehicles in the image. All vehi-
cles are correctly captured, except that the back of the towing 
truck is also captured as a separate vehicle. Our experiments 
also show that the Mask R-CNN model can detect vehicles 
which body is not completely taken in the images. For exam-
ple, Fig. 5 shows that the model is able to detect vehicles in 
the images, even though the SUV on the left-hand side of 
image only shows its rear. The model can also capture some 
of the vehicles in the parking lot in the background of the 
image. Since the bounding boxes (i.e. the colorful boxes with 
the dotted outlines in Fig. 4 and Fig. 5) always capture the 
majority part of vehicles but not the edges of vehicles, we 
have enlarged 5% of the size of the bounding boxes when 
cropping vehicles to include edges of the vehicles. After ve-
hicles are detected, they are automatically cropped from the 

picture. Fig. 6 shows one of the original sample images and 
its auto detected and cropped image.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
3.2 Results of Damage Detection 
Table 1 The accuracy of 8 different CNN architectures without 
transfer learning (TL) and with transfer learning by unfreezing 
the last 1 layer, 5 layers, and 10 layers 

 Without 
TL 

TL (1 
Layer Un-
frozen) 

TL (5 Lay-
ers Unfro-
zen) 

TL (10 
Layers 
Unfrozen) 

Xception 63.08% 74.21% 78.12% 63.28% 

VGG16 66.60% 79.16% 87.50% 78.64% 

VGG19 62.50% 76.56% 84.89% 67.18% 

ResNet50 59.14% 71.09% 77.08% 78.12% 

InceptionV3 60.93% 77.34% 84.14% 73.17% 

IncepResNetV2 57.81% 69.53% 77.08% 66.66% 

MobileNet 53.64% 72.65% 76.82% 71.35% 

DenseNet 48.17% 74.73% 73.43% 64.84% 

 

In our work, we conduct intensive experiments using eight 
different CNN architectures on 691 images to detect one type 
of the vehicle damages – bumper damages. We also train 
each CNN architecture by unfreezing different number of 
layers. For example, out of all the possible combinations, us-
ing VGG 16 by unfreezing last five layers of its architecture 
has achieved the highest accuracy 87.5%, as shown in Table 

 
Figure 4 Vehicle detection result of a sample image 

 
Figure 5 Vehicle detection result of another sample image 

 
Figure 6 A sample original image is shown on the left; its auto-
detected and cropped image is on the right. 



1. Fig. 7 presents the training accuracy and testing accuracy 
of VGG16 by unfreezing the last 5 layers of the pre-trained 
model.    

 

 

 

 

 

 

 

 

 

 
 

3.3 Results of Damage Detection without Cropping 
Vehicles 
 
 
 
 
 
 
 
 
 
 
 

 

 

To see how removing noises from images and cropping ve-
hicles can improve performance of damage detection, we 
also conduct the experiments using a CNN model with the 
ResNet50 architecture with the original images as the input. 
The model is implemented using Keras with a TensorFlow 
backend. In order to speed up the learning process, we use 
the cross entropy as the cost function and use Adam as the 
optimizer. The original images are directly feed into the 
model for the damage detection, i.e., the bumper detection, 
without going through the step of detection of vehicles and 
the cropping of vehicles. Fig. 8 shows the training accuracy 
and testing accuracy of the model without using transfer 

learning. The training accuracy keeps increasing and ap-
proaching 90%, but the testing accuracy remains around an 
average of 65%, indicating an overfitting issue. 

To overcome the overfitting issue, we also use transfer 
learning to train a model with its pre-trained weights. The 
ImageNet pre-trained model is used, where we freeze every 
layer but not the last layer. The last layer is the dense layer 
that determines whether or not an image contains a bumper. 
Again, the image is an original image without going through 
the step of detection of vehicles and the cropping of vehicles. 
With transfer learning, the accuracy is increased to 69.8%, 
which is lower than the performance of using the same model 
(with transfer learning by unfreezing the last 1 layer) but 
feeding into the vehicle images cropped from the original im-
ages (as shown in Table 1). 

             4     Discussion and Conclusions 
In this paper, we present an approach that utilizes transfer 
learning to build a pre-trained Mask R-CNN model for the 
detection of vehicles from the original images, crops the ve-
hicles from the images, and feeds the cropped images into a 
pre-trained CNN model for detecting the vehicle damages. 
From the performance comparison of bumper damage detec-
tion between the experiments with and without detecting and 
cropping vehicles, it can be seen that the vehicle detection 
step is important to remove the noises such as building, road 
signs, and so on. Our proposed approach can automatically 
detect and crop the vehicles, avoiding the overhead of man-
ual detection and cropping. 

For vehicle detection, the reason we choose Mask R-
CNN for instance segmentation over a model for object de-
tection only is that Mask R-CNN provides better accuracy in 
detecting objects than object detection models like Fast-
RCNN with the implementation of ROI align in ROI pooling. 
In Fast R-CNN, quantized ROI pooling is used, which may 
lead to data loss, whereas in Mask R-CNN, non-quantized 
method – ROI Align is used to prevent data loss and leads to 
more accurate result (Huang et al. 2017; He et al. 2017). 

As shown in Table 1, transfer learning can achieve a bet-
ter performance than training a model from scratch, when the 
size of the data set is limited. In the experiment for damage 
detection without cropping vehicles, transfer learning also 
has achieved a better performance than training a CNN 
model from scratch. Also, Table 1 shows that with most of 
the eight CNN architectures in the experiment, transfer learn-
ing with the last 5 layers unfrozen can all achieve a better 
performance than that with the last 1 layer unfrozen and that 
with the last 10 layers unfrozen. Particularly, VGG16 with 
the last 5 layers unfrozen has achieved the best accuracy. 
This is possibly due to the fact that the vehicle damage is not 
part of ImageNet, so more layers need to be unfrozen to re-
train and re-tune the model. In transfer learning, if the classi-
fication tasks require the model to look at unfamiliar images, 
it is common to re-train multiple layers. However, if too 
many layers are unfrozen, the pre-trained model loses its 
benefits (i.e., early layers represent simple shapes in the im-
ages and can be re-used to solve different image 

 

Figure 7 The accuracy of VGG16 by unfreezing the last 5 layers. 
The blue curve is the training accuracy, and the orange curve repre-
sents the testing accuracy.  

 
Figure 8 The accuracy of CNN (without transfer learning) for 
bumper detection with no detection and cropping of vehicles. The 
blue curve is the training accuracy, and the orange curve repre-
sents the testing accuracy.  



classification problems) and the performance will decrease. 
In addition, a possible reason that VGG16 performs better 
than VGG19 is that there is an unstable, vanishing gradient 
happening within the neural net. As we increase the number 
of layers in a network, the layer towards the input will be 
affected less by the error calculation occurring at the output 
as going back through the network. As it gets closer to input, 
it might not change any weights because there are too many 
layers.  

As shown in Fig. 8, the overfitting occurs in the detection 
of damages, possibly due to the limited number of datasets. 
But with transfer learning, the overfitting issue is resolved. 
Fig. 7 also shows that there is no overfitting when transfer 
learning is used, where we observe a healthy increase in both 
training accuracy and testing accuracy.  

To our best knowledge, there is not yet a free tool to au-
tomatically detect vehicle damage. Hence, we adopt the APIs 
that are used for image classification for the purpose of car 
damage detection. The two major APIs are Google’s Cloud 
Vision API and Microsoft’s Azure Custom Vision (ACV) 
API, which provide similar capabilities. We use ACV API in 
our experiment to see its performance in detecting vehicle 
damage. Even though ACV provides a user-friendly web in-
terface (UWI), it requires each image to be labeled manually 
within its UWI or users need to use its API to upload image 
with labels. We developed a Python script to feed all the la-
beled 864 images to the API. The result ends up being only 
61.2% accuracy in detecting vehicle damages. The benefit of 
using the tool is that it utilizes the cloud computation power 
from the company, so the training process is fast. However, 
users do not have the ability to fine-tune the model except for 
adjusting the probability threshold. 

In the future, there are four major tasks. First, we will im-
prove the models that will be able to detect vehicle damages 
in the images that are taken from the over 45-degree angle. 
Second, we will add a step between vehicle detection and 
damage detection to detect the target areas (e.g. for bumper 
damage detection, the bumper will be detected and cropped, 
and then the bumper image will be fed into the CNN model 
for damage detection). To achieve this purpose, the current 
Mask R-CNN model in our work for detecting vehicles will 
need to be re-trained and re-tuned so that the new Mask R-
CNN model will be able to detect target areas such as bump-
ers. Third, we will create the models for detecting each type 
of vehicle damages such as glass damage, engine damage, 
and so on. Finally, we will build an ensemble model to de-
termine the severity of the vehicle damages based on all types 
of damages detected in the vehicles. 
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