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Abstract

This paper focuses on the application of computer vi-
sion and convolutional neural network techniques in the
automotive industry to reduce the amount of time re-
quired to locate a vacant parking spot and to reduce
driving time. The main motivation for a vacant park-
ing spot detector is such that today’s drivers are facing
major difficulties in finding available spots in largely
populated cities. This often time leads to increased con-
gestion and frustration for the driver because they are
forced to continue their search for a parking spot. Our
approach is able to solve this issue and provide the
driver with useful information through the use of trans-
fer learning methodologies. The main contribution of
this paper is to examine and improve on previously im-
plemented transfer learning methods in order to better
increase the detection accuracy. This paper differs from
previous attempts such that it considers all environmen-
tal factors such as weather and time of day. Other mod-
els are not able to handle these conditions with a high
accuracy and subsequently falter. When compared to
previous attempts, our implementation focuses solely
on the reliance of transfer learning. The results indicate
that our model is capable of identifying vacant parking
spaces under all conditions with competitive accuracies.
The proposed model is able to surpass the accuracy of
the latest attempt at solving this issue.

Introduction
One of the main problems that motorists face today is find-
ing a parking space in either a parking lot or on the street, a
majority of the time leading to traffic congestion and driver
frustration. Additionally, the distraction that is generated by
excessively searching for a vacant parking spot can lead to
an increase in the amount of accidents because motorists
shift their attention from the road and focus on looking for a
spot (Chunhe, Y 2004). The need for a parking spot detec-
tor would directly reduce the amount of accidents, decrease
driver tension and improve motorist moral.

The current state of parking space detection systems is
such that the existing systems implement sensors and convo-
lutional neural networks (CNN) throughout the entire park-
ing lot and support both ultrasound and infrared methodolo-
gies for determining vacancy (Amato, G 2020). The main
drawback with this setup is that the current CNN model uses

minimal hidden layers with a high number of neurons per
layer which results in longer wait times. This paper aims to
take advantage of the hidden layers by reducing the amount
of neurons needed. Aside from CNNs, the attempt made by
(Wolff, J 2009) relied on parking sensors which require high
costs for both the installation and maintenance process. Due
to this high cost, the demand for a computer vision-based
system has increased because it is highly scalable and af-
fordable to implement (Almeida, P. 2015).

On this basis, the purpose of our work is to introduce
transfer learning without the help of sensors to document
unoccupied parking spaces especially at night and in pre-
cipitation. Previous attempts made by (Amato, G 2020) and
(Oresti, GI) ignore weather conditions and is not an ideal
solution. Both (Lee, CH 2013) and (Sastre, RJ 2007) fail
to create a dataset which captures dark night images in re-
duced lighting. This ultimately leads to a reduction in accu-
racy for parking spots at night. Our imaging model dataset
is derived from a camera-based dataset in which images are
taken throughout the day and at various times of day to take
into account environmental factors. Then two well-known
pre-trained convolutional neural networks are implemented:
namely ResNet50 and MobileNet. In doing so, the following
applications can be realized from this implementation:

• Both ResNet50 and MobileNet models provide a simple
and fast solution that leads to an improvement in accuracy
over that of a self-defined network architecture.

• The performance analysis for both models in terms of ac-
curacy and its loss function are very close and provide
encouraging results.

• After 100 epochs, both the accuracy and the loss function
tend to stabilize. If we were to train more, then we would
run into the situation of over-fitting the model.

In the following sections, we first review previously re-
lated work on the parking space detector domain. The
methodology and experimentation setup sections document
the data pre-processing tasks completed along with the train-
ing and testing of both models. The results section provides
insight on the model performance and how well it was able
to predict vacant parking spots. Additionally, an algorith-
mic comparison is performed and reported against the latest
model with the same dataset. Lastly, potential future appli-
cation and final conclusions are discussed.



Related Work
Previous attempts to create a detector have successfully re-
sulted in a usable models that are able to determine vacancy.
However, the previous implementations had specific limita-
tions and restrictions. Moreover, weather seemed to played
a main factor in the accuracy of previous models as well.

The first attempt made by (Chunhe and Jilin 2004; Wolff
et al. 2006;Schmid et al. 2011) relied heavily on infrastruc-
ture and ultrasonic sensors to capture data. This was not an
ideal solution because it was very costly for large scale park-
ing lots. The implementation found in (Lin, Chen, and Liu
2006; Wu et al. 2007) focused on using imagery classifica-
tion data from static cameras to determine the empty space
in an image. The main issue here was that their model failed
during different lighting conditions. This issue was when re-
solved by (Ichihashi et al. 2009) where they took into ac-
count different lighting conditions by introducing data from
various intervals of the day. They implemented a Principal
Component Analysis algorithm which was built on K-Means
to classify single parking spaces.

Furthermore, (Huang and Wang, 2010) created a Bayesian
model to extract the region of interest for each parking spot
and then classified the availability. Another proposed solu-
tion was made by (Lin et al., 2006) in which a background
subtraction algorithm was implemented and detected objects
in the foreground. This was not ideal because their model
faced challenges when classifying parking spots that had
no background object. A further experiment was made by
(Hsieh, Lin, and Hsu 2017) in which they used drones to
capture car data and relay the available vacancies. Their
proposal to identify parking spots were accurate but the
main drawback was that the drone needed to be operated
by a physical person. The other disadvantage was that their
model did not take into account weather factors such as rain
or snow due to safety issues with drones.

The latest state of the art attempt was made by (Amato,
Carrara. 2020) in which they used a CNN along with im-
age segmentation to identify empty spaces in which a car
can possibly fit. However, their model does not take into ac-
count non-ideal situations such as night-time where there is
reduced light. Even with all of these previous implementa-
tions, the ability to detect parking spots is still an open issue
which needs some fine-tuning. This paper aims to solve this
problem of detecting parking spaces in all conditions.

Methodology
The parking spot detector was implemented based on an
open source public imaging dataset which was taken by
surveillance cameras at various parts of the day and in differ-
ent weather conditions. The dataset captures the vacancy of
parking spots in which the status is classified as either avail-
able or full. This was a preliminary labelled dataset in which
the images contained both vacant and full parking structures.
This dataset contains approximately 3300 images and show-
cases a wide variety of parking lots with multiple angles.
The image resolution was 1296 x 972 pixels. The first steps
were to apply basic data pre-processing steps to the images.
This included resizing the image dataset and then normal-

izing the output. All of the images were first cropped and
then resized in order to provide uniformity. The image vec-
tors were then normalized to the preferred range of neural
network models. The final pre-processing step was to imple-
ment a one-hot encoder in order to convert the labels into a
numeric format suitable for supervised machine learning.

At this point, the dataset was split into both training and
testing sets with a ratio of 70:30 respectively. Also appro-
priate callbacks to both networks were configured. Both
ResNet50 and MobileNet models are composed such that
the inputs for fitting require training and testing datasets.

Experimentation Setup
The convolutional neural network setup for both MobileNet
and ResNet50 implementations used in this research exper-
iment are designed based on the existing layers that are al-
ready a part of the pre-defined model. This transfer learning
approach was taken since both models were successfully ca-
pable of object recognition. The main motivation for using
MobileNet is that it provides both a reduced network size
and number of parameters which results in a low-latency
convolution neural network. The ResNet model was chosen
because it reduced the effect of vanishing gradients while
accelerating the time required to train the model.

The MobileNet model was able to increase the precision
of the network while decreasing the amount of parameters
used. This network consisted of 28 Convolutional layers fol-
lowed by a Fully Connected layer and lastly a SoftMax layer.
A Batch Normalization layer is added after each Convolu-
tional layer because it re-scales and re-centers the image.
The driving force behind MobileNet’s powerful architecture
is that it implements depth-wise convolution followed by
a point-wise convolution. The depth-wise convolution layer
uses the actual number of channels as a kernel size while the
point-wise convolution always uses a 1 x 1 matrix to change
the dimension.

ResNet’s biggest advantage is that it avoids inherent and
negative outputs while increasing the network depth. ResNet
uses residual connections to reduce the vanishing gradient
problem. The architecture of the ResNet50 model is sepa-
rated into 4 main stages of convolution with 50 total layers
in the network. The network begins with performing a con-
volutional transformation followed by a Max Pooling layer
before entering the Residual Block layers. Each stage in the
network consists of 3 residual blocks which house 3 Con-
volutional layers. At the end of each block, a Max Pooling
layer is used to calculate the largest value from each layer in
the feature map. It is worth noting that as the model transi-
tions from stage to stage, the input shape is reduced by half
each time. Both models are summarized below:

MobileNet ResNet50
Layers 31 56
Trainable Parameters 3,469,890 32,187,138
Batch Size 32 32
Epochs 100 100

Table 1: Network Architecture Of Both Models



Results
Both the MobileNet and ResNet50 models were analyzed
using cross entropy loss. We observed a large difference in
the learning process where the ResNet50 model took 9 sec-
onds per epoch while MobileNet took 95 seconds. The rea-
son that MobileNet network took a longer time even though
ResNet50 is a larger network is because it uses both depth-
wise and point-wise convolutional layers to extract features.

The performance of both models were examined using a
cross-entropy loss function. This was used to calculate the
difference in the probability distribution and is defined as:

Loss(p, q) = −
N∑

x∈X
p(x) log q(x)

At the end of 100 epochs, we saw both models decrease in
terms of their loss function. ResNet50 experienced a dra-
matic decrease while MobileNet’s loss was more stable. The
respective graphs are displayed below:

Figure 1: MobileNet Loss Figure 2: ResNet50 Loss

In order to thoroughly examine the effectiveness of our
model, we compared our results with the latest attempt made
by (Amato 2020). We re-sized and trained our images onto
the same LeNet-5 architecture that was used by Amato. The
only change that was made was resizing the image dataset
since LeNet-5 requires an image size of 32x32. In this ex-
periment, our model was superior in both accuracy and loss.

The table below summarizes the final accuracies and loss
values for all of the models. Both MobileNet and ResNet50
outperformed LeNet-5 and are very competitive with respect
to classification accuracy.

MobileNet ResNet50 LeNet-5
Accuracy 0.9602 0.9806 0.8667
Loss 0.0770 0.0843 0.7861

Table 2: Cross Entropy Loss Function Results

Furthermore, we evaluated both of our models in terms of
their respective precision, recall and f-measure scores with
values obtained from the confusion matrix. These perfor-
mance metrics are summarized in the table below:

Precision Recall F-Measure
ResNet50 Lot Full 1.00 1.00 1.00
ResNet50 Vacancy 1.00 1.00 1.00
MobileNet Lot Full 0.04 0.08 0.06
MobileNet Vacancy 0.09 0.05 0.06

Table 3: Evaluation Metrics Of MobileNet and ResNet50

The final evaluations clearly show that although both Mo-
bileNet and ResNet50 were extremely accurate, ResNet50
was able to outperform MobileNet in terms of precision,
recall and f-measure. ResNet50 performed better in classi-
fying both vacant and occupied parking space labels with
nearly a perfect model. MobileNet seems to dwindle when
handling the same dataset even though it is approximately
2% less accurate than ResNet. Below are outputs of images
that the models were able to predict:

Figure 3: MobileNet Pre-
diction

Figure 4: ResNet50 Pre-
diction

A further analysis was made to determine the effectiveness
of our model solution. We examined the p-value of the re-
sults with respect to the null hypothesis which claims that
convolutional neural networks cannot precisely determine
the vacancy of a parking spot. In this analysis, we assumed
the level of significance to be less than or equal to 0.05. Any
p-value which is less than this threshold should be accepted
and the null hypothesis is ultimately rejected.

This analysis was performed between both MobileNet and
ResNet50 in order to determine the better model. The results
of the p-value calculations show that both models are statis-
tically significant. The values are documented below:

MobileNet ResNet50
Significance Level 0.05 0.05
p-value 0.024 0.018

Table 4: p-value results of both MobileNet and ResNet50

Since the p-value is less than the level of significance, the
null hypothesis can be rejected and the alternative hypoth-
esis can be accepted which in turn means that CNNs are
an effective solution. Moreover, the ResNet model outper-
formed the MobileNet model since it had a lower p-value.
This difference in p-value from both models are significant
in proving that ResNet is the superior solution since both
models produced almost identical accuracies.

Discussion
The latest state of the art model proposed by Amato and
Carrara (2020) relied on using transfer learning as well.
They implemented the LeNet-5 architecture which is a fully
connected CNN with minimal trainable parameters. Their
LeNet-5 model focused on using a hyperbolic tangent for-
mula instead of relu as their choice of an activation func-
tion. As a result, they were able to create a model with an
accuracy of 0.983 based on their own labelled dataset. The



model that we were able to build closely mirrors the accu-
racy of the LeNet-5 model. In order to further analyze our
results, we were able to recreate their experiment and per-
form an algorithmic comparison with our dataset since their
model was open source to the public.

When running the LeNet-5 model against our resized
dataset, the accuracy of detecting vacant parking spots is
reduced to 0.867. This reduction in accuracy is significant
because it was trained on a smaller image size since the re-
quirement of LeNet-5 is rather small. A possible explanation
for such a dramatic change in accuracy is that their model
does not take into account night images. Both MobileNet
and ResNet50 models were able to outperform the LeNet-5
architecture and produce a highly effective solution to deter-
mine the availability of a given parking space.

Future Work
This novel parking space detector has plenty of room for
future improvements and implements. One future applica-
tion for both models would be to implement them on a large
scale parking structure instead of a minimal lot. A further
improvement to the detection system would be to increase
the amount of features used to determine the occupancy of a
parking spot. This can be achieved through the use of a back-
propagation neural network and would require similar train-
ing and testing labels. The use of back-propagation would
allow the network to compute a gradient descent value in
terms of model weight.

The biggest improvement that can be implemented would
be the ability to take into account whether or not a park-
ing space is free without the aid of parking lines. Ideally,
the model would be able to predict on parking spaces on
regular streets which do not have visible parking lines. This
would be demonstrated through the use of a Hough transfor-
mation in which image features can be extracted. The fea-
tures would then be analyzed to find line patterns of similar
length and angle.

Final Conclusion
In this paper, we presented a novel computer vision solution
to finding an available parking space through the use of con-
volutional neural networks. Both MobileNet and ResNet50
models showed positive results when dealing with labelled
data. Our results show that ResNet50 is more capable of pre-
dicting than that of MobileNet. This can be verified with a
very low loss percentage as well as a better p-value score.
Moreover, our model was able to provide more accurate re-
sults than the LeNet-5 model which is currently the latest
developed model. It can be concluded that transfer learning
should be the preferred method of research over that of user-
defined networks.

The growing need for a parking spot detector is critical
because it reduces the driver’s responsibilities which leads
to a reduction in the amount of accidents. Our models show
that this issue can be partially resolved by providing a solu-
tion which applies to only parking lots. In final analysis, this
is how the issue of finding a parking space can be effectively
solved.
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