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Abstract

Industrial robots play an increasingly important role in a
growing number of fields. Since the breakdown of a sin-
gle robot may have a negative impact on the entire pro-
cess, predictive maintenance systems have gained im-
portance as an essential component of robotics service
offerings. The main shortcoming of such systems is that
features extracted from a task typically differ signifi-
cantly from the learnt model of a different task, incur-
ring false alarms. In this paper, we propose a novel solu-
tion based on transfer learning which addresses a well-
known challenge in predictive maintenance algorithms
by passing the knowledge of the trained model from one
task to another in order to prevent the need for retraining
and to eliminate such false alarms. The deployment of
the proposed algorithm on real-world datasets demon-
strates that the algorithm can not only distinguish be-
tween tasks and mechanical condition change, it further
yields a sharper deviation from the trained model in case
of a mechanical condition change and thus detects me-
chanical issues with higher confidence.

Introduction

Robots have revolutionized the manufacturing process by
performing tasks more efficiently and accurately at a lower
operational cost. However, sudden breakdowns or malfunc-
tions of robots can result in a steep decrease in production
quality and quantity, which often entails substantial finan-
cial losses. Robot failures and malfunctions can have various
causes, e.g., moving heavy objects continuously leads to the
deterioration of robots gears over time. As a result of this
deterioration, gaps can appear between the gear teeth, which
results in so-called backlash. Backlash is a clearance or lost
motion in a mechanism.

In order to prevent unscheduled maintenance due to sud-
den disruptions of normal operation, predictive maintenance
has gained a lot of attention recently (Hornung et al. 2014;
Mobley 2002). The goal of predictive maintenance is to pre-
vent unexpected equipment failure by constantly monitor-
ing the performance and condition of equipment in oper-
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ation and to extrapolate from the current condition when
corrective maintenance will be required (Grall et al. 2002;
Hashemian 2010). The focus of this paper is to identify
hardware issues through analyzing the internal signals of the
robots using machine learning algorithms.

There have been several research activities recently in this
domain (Hornung et al. 2014; Park et al. 2016; Sjostrand,
Blanc, and Lindin 2012; Pinto and Cerquitelli 2019; Moi-
sescu et al. 2018; Sathish et al. 2019). The problem with
existing predictive maintenance algorithms is that they raise
false alarms when the task for which data is collected dif-
fers from the task used during the training phase. When the
task changes, features such as frequency components ex-
tracted from data change as well. This change in the fea-
tures causes predictive-maintenance systems to erroneously
raise an alarm, although the robot is healthy. To avoid false
alarms due to an operational change, current systems require
the model to be retrained when altering the task of the robot.

In this paper, we propose to use transfer learning, also
known as knowledge transfer and domain adaptation, as
an intermediate step in order to avoid retraining the model
every time the task of the robot changes. In the proposed
method, the training data is collected while the robot is
healthy and the extracted features of the healthy robot are
in a subspace called source domain, D. The test data is col-
lected while the robot is performing another task, and its
features are in the target domain, D;. The goal of the trans-
fer learning algorithm is to transfer the model learned in the
source domain to the target domain (Pan and Yang 2010).
We assume that labeled data of healthy and faulty robots are
not available in the target domain. Therefore, unsupervised
methods must be used to transfer the knowledge between the
domains. In this paper, we propose to use manifold align-
ment (Wang and Mahadevan 2009; Boucher et al. 2015),
which is a local-preserving algorithm that finds a common
subspace of the source and the target domains. Figure 1
shows the flowchart of the proposed system. Furthermore,
because it is not convenient to ask the users of the robot to
run the transfer learning algorithm each time the task of the
robot changes, we assume that the test data is from the target
domain. Thus, the manifold alignment algorithm is continu-
ously applied to the features extracted from the test data to
make sure that the comparison between healthy data and the
test data is performed in the same domain.
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Figure 1: Flowchart of the proposed work: (a) Training from the healthy robot with task A; (b) Evaluating (test) the operating
robot in the customer facility with unknown task B using domain adaptation.

Scenario
Dataset

The dataset is collected from two robot types. Robot A is
from a series of single arm robots with 6 axis. Their reach is
up to 3m (10ft) and their payload is around 100kg (2201b).
Robot B is also from a series of 6-axis single arm robots
and reach of up to 4m (13ft) and a maximum payload of
600kg (13201b). Three signals "position, speed, and torque”
are recorded from the controller of these robots for each axis
separately (three samples per time from each axis). The sam-
pling frequency of speed and torque signals are 2k H z while
the position signal is sampled at a frequency of 250H z.
Since the dataset comprises real-world data from robots in
operation, we cannot provide more details about the robots,
nor their specific tasks due to confidentiality obligations.
However, we believe that the generic nature of our proposed
predictive maintenance method makes it possible to apply it
successfully for a broad range of robot types and tasks.

Pre-processing

Since the sampling frequency of the position signal is lower
than the other two signals, as mentioned above, the posi-
tion signal is upsampled to get the same number of data
points for each signal. The position signal is upsampled
by first inserting 7 data points with value zero between
pairs of actual signals, which artificially increases the data
rate to 2kHz. Next, the zero values are overwritten us-
ing the cubic interpolation method, which fits a third de-
gree polynomial function to the samples of the position sig-
nal (Fritsch and Carlson 1980). The fitted polynomial func-
tion is used to approximate the values of position signals at
the newly inserted sample points. After pre-processing, each
signal z(t) = [speed(t), position(t), torque(t)]” provides
one sample at a time ¢, where speed(t), position(t), and
torque(t) are scalar values.

Feature Extraction

After the data is pre-processed, a certain set of features is
required to be extracted from the given three signals. The
features should not only accurately represent normal data
but also discriminate normal from anomalous data well. In
this paper, the short-time Fourier transform (STFT) of the
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three signals in 2(¢) and their combinations is computed as
the set of features. The reason for choosing STFT is that it
adequately represents the time-frequency distribution of the
signals, suitable to identify various anomalies. For example,
gearbox malfunctioning and backlash appears as vibration
during robot operation. STFT captures these vibrations as
different frequency components at different time steps.

Detection

The absolute values of STFT magnitude are used to build
the subspace representing the healthy robot. Naturally, the
performance of the anomaly detection mechanism critically
hinges upon the accuracy of this subspace. Before delv-
ing into our proposed method to derive such a subspace
in the subsequent section, we briefly summarize a common
and straightforward approach: principal component analysis
(PCA) can be applied to form the subspace, i.e., the princi-
pal components of the absolute STFT values constitute the
subspace associated with a healthy robot. Given this sub-
space, training and test datasets are projected to this sub-
space using the principal components. The />-norm distance
between the training dataset (of a healthy robot) and the test
dataset in this subspace is used as a criterion to identify
whether the test data represents a healthy or faulty robot.
If the test dataset comes from a healthy robot, the subspace
should be able to represent the features of the test data well
and the distance to the training data in this subspace should
be small. On the other hand, a large distance is an indication
of a faulty robot.

Formally, let X and X, represent absolute STFT values
of training (healthy) and test data, respectively, where rows
are samples and columns are the flattened absolute STFT
values of a particular sample. Our distance criterion is de-
fined as d := || X, P — X;P||2, where P is the matrix whose
columns are the principal components. We formulate the de-
tection problem as: Hy : d > € vs. Hy : d < ¢, where € is
the threshold determining whether the test data represents a
healthy or faulty condition. The parameter ¢ is determined
by the significance level, a, or the percentile of the distribu-
tion.

Proposed Method

Let X, represent the feature space in the source domain,
and X, € RN*K are K features (absolute STFT val-
ues) of NV training samples drawn from this space. Let



X; € RN*K be K features of N test samples (abso-
Iute STFT values) drawn from the target feature space X}
and collected while the robot is in operation. Since the ap-
plication of the robot during training and test are differ-
ent, their corresponding feature spaces are different, i.e.,
Xs # X;. Therefore, there is a need for a transfer learning
algorithm to reduce the difference between these two spaces
while preserving the geometric properties (Pan et al. 2011).
This reduction can be achieved by finding a common sub-
space between source and target spaces through minimiz-
ing a certain cost function. Manifold alignment is an unsu-
pervised tranfer learning (or domain adaptation) algorithm
that provides a closed-form solution (Boucher et al. 2015;
Wang and Mahadevan 2009). Having a closed-form solution
makes it possible to implement it in a computationally effi-
cient manner, which can be a requirement for applications
with real-time constraints. For this reason, we chose man-
ifold alignment to perform domain adaptation. The mani-
fold alignment algorithms replaces the application of PCA
as discussed in the previous section. Hence, the input to the
manifold alignment algorithm is the STFT values, X and
X4, and the output is the computed distance d. More pre-
cisely, the manifold alignment algorithm computes low-rank
embeddings (LREs) of X and X, in a joint subspace. The
LRE:s are then used to calculate the distance.

We will now discuss how the LREs of the source and tar-
get features, X, and X, are calculated. The objective is to
minimize the following loss function:
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where A > 0, ||.||» and ||.||, are Frobenius and spectral
norms, respectively. In this equation, X;R s and X;R; are
the low rank embeddings of X and Xy, respectively, and
R, and R; are their reconstruction coefficient matrices.
R, = V,(I-S;>)VTand R, := V,(I-S;%)V?, where

S; is the diagonal matrix of all singular values greater than

one and matrix V is comprised of the corresponding right-
singular vectors. The block reconstruction coefficient matrix
sR= (% 0).

The inter-set correspondence between the samples of the
training and test datasets is represented by C = ( 9 (I))
where I is the identity matrix.

After finding the LRE of source and target samples, the
projection matrices from the source and the target space into
the common subspace and the embedding of the source and

target samples are calculated by minimizing
N
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where 1 € [0, 1] determines the importance of the local ge-
ometry (first term) vs. the inter-set correspondence (second
term). The cost function can be simplified to the following
expression (Boucher et al. 2015):

(1-p)I-R)"(I-R)+2uL, 3)
where L is the Laplacian matrix of C. This cost function
is minimized by replacing F = [F,F;]7 with the d small-

est eigenvectors of Equation 3. F' is the d-dimensional em-
bedding of N training and N test features in the common
subspace.

Since X is assumed to be the training features col-
lected when the robot is healthy, the d dimensional embed-
ding of the test dataset is compared to the embedding of
the test dataset using the Euclidean distance, i.e., §(t) =

V||Fs — Fy||3. If X, is anomalous, its distance is larger than
for X. In order to perform hypothesis testing on the test
data, the metric ¢ is calculated for several normal datasets to
build a probability distribution function. The empirical dis-
tribution of the metric is the positive half of the Laplace dis-
tribution with ¢ = 0, and any X, outside of the confidence
interval is marked as anomalous.

Experimental Results

To show the efficacy of the proposed method, the aforemen-
tioned standard PCA-based approach is used as well. The re-
sults obtained using our proposed transfer learning method
are then compared against this PCA-based solution.

Real-World Dataset

Robot A Three signals (speed, position, torque) of the
fourth axis of robot A were collected for 190 consecutive
days. The dataset on each day is 3 seconds long. No break
down or anomaly was reported for this axis of the robot;
however, the task of the robot changed three times during
these 190 days. After pre-processing, the dataset on day 1
is used as the training data (healthy robot) and the respec-
tive STFT values constitute the extracted features X,. The
datasets of the following days are used as the test dataset
to form X;. §(¢) is calculated for each day with respect to
the first day to identify any changes with respect to the first
day. The assumption is that the robot is healthy on the first
day, which can be the time of inspection or commission-
ing at the robot manufacturing facility. Figure 2(a) shows
o(t), t € {1,2,...,190}. It is apparent in this figure that
none of the changes in the task of the robot is identified as
anomalous behavior when using our proposed method based
on transfer learning (domain adaption). On the other hand,
Figure 2(b) shows a different picture when using PCA pro-
jection. All three changes in the task of the robot are obvious
in this figure. The resulting changes in the computed dis-
tances indicate that the use of conventional methods such as
PCA fails to distinguish between a change in the mechani-
cal condition of the robot from a change in its task. A second
observation when comparing these two figures is the magni-
tude of the distance function 6(¢). The &(¢) values in Fig-
ure 2(b) are significantly larger than those of Figure 2(a).
The larger distances provide further evidence that X, and
X¢s are not in the same subspace. On the other hand, the
small values of §(¢) in Figure 2(a) indicate that their projec-
tion onto the common subspace renders them comparable.

Robot B In the second experiment, three signals of the
fifth axis of robot 13 were collected for 148 days. The dataset
on each day is again 3 seconds long as in the first experi-
ment. The axis of the robot broke down on the 149" day.
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Figure 2: (a) and (b): Robot .A: first experiment using a 190-day data trace without any anomalies and three changes in the
task of the robot. (a) Distance values over 190 days calculated using the proposed method. (b) Distance values over 190 days
calculated using the PCA-based method. Three changes in the task are apparent on the 30", 87, and 125" day in (b), whereas
there is no discernible change in the distance in (a). (¢) and (d): Robot B: second experiment using a 148-day data trace with an
anomaly on the last day and no change in the task of the robot. (c) Distance values over 148 days calculated using the proposed
method. (d) Distance values over 148 days calculated using the PCA-based method. The anomaly is apparent on the last day in
both (c) and (d) but the relative change is more pronounced using the proposed method.

However, the task of the robot never changed during the en-
tire 148 days. The training and test data sets are constructed
as before: The first day is considered the training data and
the features are extracted from this dataset as X,. The ex-
tracted features of the other 147 days form X;. The test data
is compared to the training data using the f5-norm to ob-
tain the distance §(t) at time ¢. Figure 2(c) shows the com-
puted distances of the proposed algorithm. As in the first
experiment, PCA is also used to build the subspace of the
healthy robot, and the resulting distance function is depicted
in Figure 2(d). According to the two plots in Figure 2, both
methods perform equally well in identifying the trend of (¢)
leading to the breakdown of the axis on the 149*" day. How-
ever, comparing the 0(t) values of both plots demonstrates
the training and test data are being compared in the same
subspace in the proposed algorithm in contrast to the PCA-
based method in Figure 2(d). As a result, there is a signif-
icantly sharper relative increase in the distance around and
on the day the anomaly occurred when using our proposed
method, implying it can more distinctly identify anomalies.

Conclusion

The challenge with the application of predictive mainte-
nance systems in robotics is that the model requires to be
retrained every time the task of the robot changes using con-
ventional methods. We showed that transfer learning (do-
main adaptation) addresses this challenge. While we used
manifold alignment algorithm to project the features ex-
tracted from the training and test data onto a common sub-
space, it is worth investigating other unsupervised trans-
fer learning algorithms. We used distance-based methods to
compare the test data with the training data in the common
subspace to identify any anomaly. Future work will consider
time-series analysis in the common subspace to capture the
system dynamics.
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