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Abstract

Named Entity Recognition (NER) belongs to the field
of Information Extraction (IE) and Natural Language
Processing (NLP). NER aims to find and categorize
named entities present in the textual data into recog-
nizable classes. Named entities play vital roles in other
related fields like question-answering, relationship
extraction, and machine translation. Researchers
have done a significant amount of work (e.g., dataset
construction and analysis) in this direction for several
languages like English, Spanish, Chinese, Russian,
Arabic, to name a few. We do not find a comparable
amount of work for several South-Asian languages like
Bengali/Bangla. Hence, as part of the initial phase, we
have constructed a qualitative dataset in Bengali.

In this paper, we identify the presence of Named Enti-
ties (NEs) in the Bengali text (sentences), classify them
in standardized categories, and test whether an auto-
matic detection of NE is possible. We present a new cor-
pus and experimental results. Our dataset, annotated by
multiple humans, shows promising results (F-measures
ranging from 0.72 to 0.84) in different setups (support
vector machine (SVM) setups with simple language fea-
tures and Long-Short Term Memory (LSTM) setup with
various word embedding).

Introduction
Named Entity Recognition (NER) is a highly sought-after
tool to facilitate several tasks like Machine Translation,
Question Answering, Information Retrieval, and Natural
Language Processing. But NER has not been very easy for
several reasons. We list a few of the reasons below:

1. Named entities belong to the open class; i.e., people create
new terms as named entities.

2. Some words can represent names as well as other types,
given different contexts. Example:

(a) We saw armies marching towards the Squareloc.
(b) Please draw a square on the paper. (Here, the square

refers to a square-shaped object; hence, it is not identi-
fied as an NE.)
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3. Detecting the types of NEs can sometimes be very diffi-
cult due to the lack of context or ambiguous usage. Exam-
ple:

(a) I have a plan to meet with Wendy’sperson boyfriend.
(b) I have a plan to buy lunch from Wendy’sorg/loc.

4. We use numbers to indicate the cardinality of things or the
time of a day. Example:

(a) There are eightcardinal apples.
(b) I will be there at eighttime.

Despite several challenges, a considerable amount of work
has been done in NER for English and some other lan-
guages. Researchers are working hard to build and improve
resources and tools for other low-resource languages. Unfor-
tunately, Bengali/Bangla, the mother tongue of more than
220 million people, is one of the low-resource languages.
Hence, we attempt to build a qualitative corpus in Bengali
that can be used for named entity recognition. In this work,
we present the corpus and provide experimental reports to
show that the corpus can be reliably used to detect the pres-
ence of the named entities.

NER in Bengali
Every language has its beauty and challenges. Bengali is no
exception. Besides some of the issues mentioned in the pre-
vious section for English, Bengali has some unique chal-
lenges (Ekbal and Bandyopadhyay 2010). We present a few
here:

1. Unlike English, Bengali lacks capitalization information
(as shown in the sentences in figure 1) which helps in NE
detection.

2. Bengali is a low-resource language lacking in enough an-
notated corpora, gazetteers or good POS-taggers etc.

3. Bengali is neither entirely agglutinative nor entirely fu-
sional. Morphemes do not always have clear boundaries
in this language. A single affix may conflate multiple mor-
phemes. The statement holds for named entities as it holds
for verbs and other classes. We frequently see some ac-
cusative, genitives, locatives, and adjectives attached right
after the named entities. We see a few examples in fig-
ure 1.



Figure 1: The sentences show how accusatives, genitives,
locatives, and adjectives come attached right after the NE’s.

4. Names in Bengali are quite diverse; thus, it adds to the
ambiguity factor.

5. Technological advancement in Bengali NLP is still at its
young age.

Data and Annotation
In order to build the corpus, we needed a good number of
Bengali sentences that would potentially contain a wide va-
riety of name entities (NE) of several types. We also needed
Bengali sentences containing no NE so that we could form
a balanced dataset to run a classifier that could detect the
presence and absence of NEs.

We collected 503 target sentences from several articles
from a few popular Bengali daily newspapers along with
their immediate previous sentence in the article and the im-
mediate next sentence for context information. These arti-
cles covered a variety of topics including sports, entertain-
ment, rural news etc. As the sentences are collected from
newspaper articles, they are all written in formal Bengali
and are well edited and contains factual information. The
sentences were collected from several issues published in
the second half of the year 2020. The sentences were care-
fully hand-picked by two native speakers of Bengali lan-
guage who has researcher level knowledge in NLP. They
collected the sentences after thorough reading of the articles.

These sentences were then made ready for annotations by
the two native speakers who had originally collected them.

Annotation Process
At first both the annotators separately marked whether a tar-
get sentence contained any NE or not. Once both agreed on
the categorization of sentences in the two sets, they took the
set of sentences containing the NEs for the second round

κ
Has NE or not 0.97
Numbers of NE 0.91
Types of NE 0.91

Table 1: Inter-annotator agreements (shown as as κ coeffi-
cients) for whether there is a presence of NE, the number
of NEs and the types of NEs. κ values between 0.6 and 0.8
indicate substantial agreement, κ values over 0.8 indicate
nearly perfect agreement (Artstein and Poesio 2008).

Figure 2: Frequencies of NEs in sentences. The vertical axis
show the number of NE’s per sentence, and the horizontal
axis shows the number of sentences that have a particular
number of NE’s.

of annotations. They identified each of the NE and marked
them with the type and the position numbers of the tokens
that formed the NEs keeping in mind the previous and the
next sentences as context information.

After approximately 10% of the data were annotated, both
the annotators carried out adjudication to discuss any dis-
parity in their labeling. All the sentences were annotated
by both the annotators with high agreements. Table 1 shows
agreements on whether a sentence contains NE, how many
NEs are there and on the types of the NE’s. The Cohen’s κ
coefficients of these agreements are >.90 which is substan-
tially high. κ values between 0.6 and 0.8 indicate substantial
agreement, κ values over 0.8 indicate nearly perfect agree-
ment (Artstein and Poesio 2008). After another round of ad-
judication, the best agreed upon annotations were finalized.

Annotation Statistics
Figure 2 shows the frequency’s of NE’s in sentences. 203
sentences out of the 503 did not have any presence NE in
them. About 117 sentences had exactly one NE and two sen-
tences had 16 NE mentions each. It is evident from fig 2 that
few sentences had large numbers of NE’s and most sentences
had one, two or three NE’s. There is no sentence containing
10-15 NE’s.

Figure 3 shows the distribution of the different types of
NE’s. The most common type of NE present in our dataset
is type PERSON (315 out of the total 703). NE’s of types
ORG and GPE fill the next two positions appearing 90 and



Figure 3: The distribution of different types of NEs. The hor-
izontal axis show the types of NEs present in our dataset, and
the verticle axis shows the number of instances of each type
of NE.

P R F
Majority baseline .36 .60 .45

SVM
first word .57 .59 .56
+ length range .62 .59 .60
+BOW .68 .68 .68
+TFIDF .72 .72 .72

NN
LSTM (GloVe) .76 .75 .76
LSTM (Keras) .84 .84 .84

Table 2: Results (Precisions(P), Recalls(R) and F-measures
(F)) of SVM setups with different feature sets and of NN
with LSTM setups with Bengali GloVe embeddings (Sarker
2020) and Keras Embeddings.

88 times respectively. Types LOC and DATE also appear
quite a few times. Given the domain of our data sources (i.e.
news articles), this was to be expected. We also see a wide
variety of NE’s found in a corpus of about 500 sentences.
The label distribution is studied to get an idea of the presence
of different categories.

Annotation Examples
Figure 4 shows a few sample sentences that we annotated.
The target sentences are shown along with the NE’s in color
and their token positions as subscripts. They are presented
with the number of NE’s contained and the types in the next
two columns. Bengali sentences, just like those in any other
language, contain mixed types of NE’s.

Experiments and Results
We use SVM classifiers with different combinations of fea-
tures and neural network based LSTM classifier to classify
the sentences into categories indicating the contained NE’s
or not.

SVM setup
We use SVM classifiers with RBF kernel to predict if a sen-
tence contained NE or not. We divided the entire corpus into
stratified train and test splits (80-20), and used the imple-
mentation in scikit-learn (Pedregosa et al. 2011) to train the
classifiers. We tuned SVM hyperparameters (C and γ) using

Figure 4: A few examples of our annotations. The numbers
of NEs and the types and token positions (the subscripted
numbers in the first column and the pair of numbers beside
the types in the second column indicate the positions of the
tokens) of each NE.

10-fold cross-validation with the train split. Our classifier
predicted the two labels 0 (no NE present) and 1 (at least 1
NE present).

Feature Set. We extract features from the target sentence
only. The feature set does not include information about any
other external information like the context sentences which
were also collected alongside the target sentences.

The features set is rather simple and includes the first
word in a sentence (first word), the range of the length of
a sentence (length range), the bag-of-words representations
(BOW), and the tf-idf representations (TFIDF) of the sen-
tence. Classifiers trained with these features yield results
which are very good as shown in table 2 despite their sim-
plicity.

Neural Network Setup
We use two LSTM based setups for learning with Neural
Network. The difference lies in the types of embeddings
used.

For the first setup, as the first layer, we use the embedding
layer offered by Keras. The layer works with a vocabulary
of size 3270 (unique words in our dataset), a vector space
of 300 dimensions in which words will be embedded, and
input documents that have 50 words each. The output from
the embedding layer will be 50 vectors of 300 dimensions
each, one for each word. We pass this to an LSTM network
(with 100 hidden nodes, 0.2 dropout) and finally we pass the
output of the LSTM to the Dense output layer. For the dense
layer, we use sigmoid activation function. For the model, we



use binary cross entropy as the loss function and the adam
optimizer. With 40% validation split, we train the model for
50 epochs.

We run a similar model as the above setup except for
the embedding layer which uses weights coming from a
300 dimensional pre-trained word vector for Bengali words
(Sarker 2020). We train the model for 15 epochs.

Results
The results of the SVM setups as well as the NN setups are
summarized in table 2.

With the SVM setup, any combination of features outper-
forms the majority baseline (F-measure: 0.45). Using as fea-
tures the first word increases the F-measure to 0.56 which is
farther increased when the length range is included as a fea-
ture. Bag-of-words representations for the sentence brings
the F-measure to 0.68. The tfidf representations yields 0.72
F-measure and thus including it in the feature set proves to
be beneficial.

The NN setup that uses weights coming from a 300 di-
mensional pre-trained word vector for Bengali words yields
an F-measure of 0.76; the setup that uses the embedding
layer offered by Keras yields a much higher F-measure of
0.84.

Related Works
Even though many NER systems have been built for En-
glish, just a handful has been built for Bengali. NER sys-
tems for Bengali and Hindi using Support Vector Machine
(SVM) was builtin 2010 (Ekbal and Bandyopadhyay 2010).
A Hidden Markov Model based system (Ekbal and Bandy-
opadhyay 2007) and a system using Hidden Markov Model
merged with rule-base approaches (Drovo et al. 2019) are
there too for Bengali and other languages. There are lan-
guage independent NER systems based on statistical Condi-
tional Random Fields (CRFs) for a few South and South-east
Asian languages (Ekbal et al. 2008) and also for just Bengali
and Hindi (Ekbal and Bandyopadhyay 2009).

A corpus based on Bengali newspaper taken from web-
archives is developed alongside an NER system based on
pattern based shallow parsing with or without using linguis-
tic knowledge (Ekbal and Bandyopadhyay 2008).

Unlike others, our aim was to build language independent
systems based on SVM and LSTM for detecting the pres-
ence of NE’s in Bengali text which can be used to automat-
ically sort Bengali sentences that contain NE’s to be later
used for further annotations for corpus building. We also cre-
ated a corpus with detailed annotations regarding NE’s.

Conclusion
This paper focuses on the detection of the presence of named
entities in Bengali textual data. We collected 500+ stan-
dard Bengali sentences from several leading newspapers
of Bangladesh. We labeled the entities with a set of fine-
grained universal NE tags (PERSON, ORGANIZATION,
GPE, LOCATION, TIME, DATE, QUANTITY, CARDI-
NAL, MONEY, etc.). Our current dataset has 19 distinct la-
bels. Two NLP researchers carefully double annotated the

sentences. The agreements of the annotations are promis-
ingly high, an indication of a reliable and qualitative dataset.
Our experiments show modest performances (both the SVM
and LSTM based experiments). Future works in a similar
domain may use them as baselines.

We plan to expand our work in several directions. First,
we want to increase the corpus size without compromising
the quality. As expected, we need extreme care and trained
annotators to do so. We require a significant amount of time
and other relevant resources to fulfill this plan. Second, we
want to use our corpus for efficiently detecting the posi-
tions of the named entities in the sentences. Third, we plan
to use the corpus to identify the types of relationships be-
tween multiple named entities present in a sentence. Others,
researching Bengali textual data (or multilingual data), may
also be able to use it in various ways. We release our anno-
tations at http://www.cs.unca.edu/~frashid/datasets.
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